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Forezuord

THE tremendous research and development effort that went into the
development of radar and related techniques during World War II

resulted not only in hundreds of radar sets for military (and some for
possible peacetime) use but also in a great body of information and new
techniques in the electronics and high-frequency fields. Because this
basic material may be of great value to science and engineering, it seemed
most important to publish it as soon as security permitted.

The Radiation Laboratory of MIT, which operated under the super-
vision of the National Defense Research Committee, undertook the great
task of preparing these volumes. The work described herein, however, is
the collective result of work done at many laboratories, Army, Navy,
university, and industrial, both in this country and in England, Canada,
and other Dominions.

The Radiation Laboratory, once its proposals were approved and
iinances provided by the Office of Scientific Research and Development,
chose Louis N. Ridenour as Editor-in-Chief to lead and direct the entire
project. An editorial staff was then selected of those best qualified for
this type of task. Finally the authors for the various volumes or chapters
or sections were chosen from among those experts who were intimately
familiar with the various fields, and who were able and willing to write
the summaries of them. This entire staff agreed to remain at work at
MIT for six months or more after the work of the Radiation Laboratory
was complete. These volumes stand as a monument to this group.

These volumes serve as a memorial to the unnamed hundreds and
thousands of other scientists, engineers, and others who actually carried
on the research, development, and engineering work the results of which
are herein described. There were so many involved in this work and they
worked so closely together even though often in widely separated labora-
tories that it is impossible to name or even to know those who contributed
to a particular idea or development. Only certain ones who wrote reports
or articles have even been mentioned. But to all those who contributed
in any way to this great cooperative development enterprise, both in this
country and in England, these volumes are dedicated.

m
L. A. DUBRIDGE.
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Preface

THE work on linkage computers described in this volume was carried
out under the pressure of war. War gives little opportunity for the

advancement of abstract knowledge; all efforts must be concentrated on
meeting immediate needs. In developing techniques for the design of
linkage computers, the author has therefore been forced to concentrate on
tinding practical methods for the design of computers rather than on
developing a unified and systematic analysis of the subject. The war has
thus given to this work a special character that it might not otherwise have
had.

The impulse to the development of the methods presented in this
volume for the mathematical design of linkage computers grew out of a
collaboration of the author with his friend, Dr. Vladimir Vand. That col-
laboration was begun in France in 1940, and was brought to a premature
end by the progress of the war. Though these ideas and methods have
largely been developed by the author since that time, he wishes to
emphasize that credit for the initiation of the work is shared by Dr.
Vand. It must be mentioned also that the techniques described in this
book were for the most part developed before the author became asso-
ciated with the Radiation Laboratory.

The author wishes to express sincere gratitude to Dr. H. M. James, the
editor of this volume, who gave the book its present form, contributing
many examples and many improvements to the methods. (Sees.: 6.7,6.8,
6.15, 8.6.)

The book would never have been completed in such a short time with-
out the assistance of Miss Constance D. Boyd, who read the manuscripts,
and Miss Elizabeth J. Campbell, Mrs. Kathryn G. Fowler, Miss Virginia
Driscoll, and Miss Patrica J. Boland, who calculated the tables and drew
nomograms. The author also wishes to thank Dr. I. Maddaus, Jr., for
bibliographical research.

The publishers have agreed that ten years after the date on which
each volume in this series is issued, the copyright thereon shall be
relinquished, and the work shall become part of the public domain.

A. SVOBODA.
., PSARA,CZECHOSLOVAmA,

June, 1946.
:.
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CHAPTER 1

INTRODUCTION

1.1. Types of Computing Mechanisms.—Computing mechanisms
may be divided into two distinct types: arithmetical computing machines,
familiar to the layman through their common use in business offices, and
continuously acting computing mechanisms and linkages that range in
complexity from simple cams and levers to enormously complex devices
for the direction of naval and antiaircraft gunfire.

The arithmetical computing machines accept inputs in numerical
form, usually on a keyboard, and with these numbers perform the simple
arithmetical operations of addition, subtraction, multiplication, and
division-usually by the iteration of addition and subtraction in counting
devices. The results are finally presented to the operator, again in numer-
ical form. In their simplest forms these machines have the virtue of
applicability in a wide variety of computations, including those requiring
very high accuracy. By elaboration of these devices, as by the introduc-
tion of punched-tape control, their possibilities for automatic operation
can be greatly increased. Characteristic of their operation, however, is
their production of numerical results by calculations in discrete steps,
involving delays which are always appreciable and may be very large
if the required calculation is of complex form.

Continuously acting computing mechanisms are less flexible and have
less potential accuracy, but their applicability to the instantaneous or to
the continuous solution of specific problems-even quite complex ones—
makes them of great practical importance. They may serve as mere
indicators of the solutions of a problem, and require further action by
human agency for the completion of their function (speedometer, slide
rule); or they may themselves produce a mechanical action functionally
related to other mechanical actions (mechanical governors, automatic
gunsight).

Continuously acting computers fall into two main classes: function
generators and differential-equation solvers. Function generators pro-
duce mechanical actions—usually displacements or shaft rotations—that
are detite functions of many independent variables, themselves intro-
duced into the mechanism as mechanical actions. Simple examples of
such mechanisms are gear differentials, two- and three-dimensional cams,
slide multipliers and dividers, linkage computers, and mechanized nomo-
grams. Computers of the second class generate solutions of some definite

1

1



2 INTRODUCTION [SEC.1.2

differential or integrodifferential equation—often an equation that
involves functions continuously determined by variable external cir-
cumstances. Elementary devices of this type are the integrators, com-
ponent solvers, speedometers, andplanimeters.

From these elementary devices one can build up complicated mecha-
nisms that perform elaborate calculations. We may mention their
application in gunsights, bombsights, automatic pilots (for airplanes,
submarines, ships, and torpedoes), compensators for gyroscopic com-
passes, tide predictors, and other robots of varied types.

The present volume will deal only with the problem of designing con-
tinuously acting computing mechanisms.

1.2. Survey of the Problem of Computer Design.-There is no set
rule or law for the guidance of a designer of complex mechanical com-
puters. He must weigh against each other many diverse factors in the
problem: the accuracy required; the cost, weight, volume, and shape of the
computer; its inertia and delay in action; the forces required to operate it;
its resistance to shock, wear, and changes in weather conditions. He must
consider how long it will take to design the computer, how easily it can
be built, how easily it can be operated by a crew, whether suitable sources
of power will be available, and so on. The complexity of the theoretical
and practical problems is so great that two designers working on a given
problem will never arrive at precisely the same solution.

For practical reasons, a designer should be asked to find a computer
that meets certain specified tolerances, rather than the best possible
computer for a given use. He should know what will be the maximum
tolerated error of the computer, the maximum cost, weight, and volume
occupied, the maximum number of operators in the crew, the maximum
number of servomechanisms allowed, and so on. Tolerances provide a
convenient means for controlling the development of the computer, and—
if established in a practical way—they permit some freedom of choice by
the designer.

Choice of Approach to the Design Problem.—The type of computer to be
built is sometimes indicated in the specifications. If not, the first task
of the designer is to decide whether the computer is to be mechanical,
electrical, optical, or a combination of these. At the same time that this
important decision is made, the designer must weigh in his mind the path
that his thinking will follow. There are two principal methods for design-
ing a computer: the constructive method and the analytic.

The constructive method makes use of a small-scale model of the real
system with which the computer is to deal. For example, a constructive
antiaircraft fire-control computer might determine the elements of the
lead triangle by maintaining within itself and measuring the elements of a
small model of this triangle.
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In using the analytic method, the designer concentrates on the analytic
relations between the variables involved. A relation between variables,
such as

(1)

can be given mechanical expression in terms of displacements or shaft
rotations, without regard to the nature of the quantity represented by the
variables x, y, and z. For example, one may possess two devices that
generate output displacements xy and x/y, respectively, given input dis-
placements z and y. Combining these with a third device for adding their
output displacements, one can then produce a computer that, given input
displacements x and y, generates a final output displacement z having
continuously the value specified by Eq. (1). The computer is then a
“mechanization” of Eq. (1), rather than a model of any special system
involving variables x, y, and z thus related.

Computers designed by analytic methods consist of units (“cells”)
that mechanize fairly simple relations, so connected as to provide a
mechanization of a more complex equation or system of equations. For
any given problem a great variety of designs is possible. This variety
arises in part from the possible choice among mechanical cells mechaniz-
ing a given elementary relation, and in part from the variety of ways in
which the relation between a given set of variables can be given analytic
expression. Thus, each of the equations

Z=; (yj+ l),

()2=X y+~,
Y

Z’7J= Z(yz + 1),

(2a)

(2b)

(2C)

[all equivalent to Eq. (l)] suggests a different method of connecting
mechanical cells into a complete computer. This flexibility in analytic
design methods makes it possible to arrive at designs that are in general
more satisfactory mechanically than those obtained by constructive
methods.

In the present volume we shall be concerned entirely with mechanical
computers designed by the analytic method.

Block Diagram of the CompuLer.—To each formulation of the problem
in analytic terms there corresponds a block diagram of the computer.
in thk diagram each analytic relation between variables is represented
by a square or similar symbol, from which emerge lines representing the
variables involved; a line representing a variable common to two relations
will connect the corresponding squares in the diagram. In mechanical
terms, each square then represents an elementary computer that estab-
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lishes a specified relation between the variables, and the connecting lines
represent the necessary connections between these elementary com-
puters. By examination of block diagrams the designer will be able to
see the principal virtues of each computing scheme: the complexity of the
system, the workhg range of variables, the accuracy required of individual
components, and so on. On this basis he can make at least a tentative
selection of the block diagram to be used.

Selection oj Components jor the Computer.-Knowing the accuracy and
mechanical properties required of each computing element, the designer
can select the elementary computers from which the complete device is to
be built.

As an example of the diverse factors to be borne in mind, let us suppose
that it is required to provide a mechanical motion proportional to the
product of two variables, X1 and X2. A slide multiplier of average size
will allow an error of from 0.1 per cent to 0.5 per cent of the whole range
of the variable; this error will depend on the quality of the construction
-on the backlash and the elasticity of the system. A linkage multiplier
will have an error of some 0.3 per cent due to its structure, practically no
error from backlash, and a slight error due to elasticity of the system if the
unit is well designed; the space required by a linkage multiplier is small,
but its error cannot be reduced by increasing its size. If these devices do
not promise sufficient accuracy, the designer must use multipliers based
on other principles. It is possible to perform multiplication by use of
two of the precision squaring devices illustrated in Fig. 1.23, by connect-
ing these in the way suggested by the equation

X1X2 = +(X1 + x2)* – *(X1 – X2)2. (3)

The error of such a multiplier may be as low as 0.01 per cent, but the
system has an appreciable inertia. About the same accuracy is attain-
able by a multiplier based on the differential formula for multiplication,

d(xlxz) = xl dxz + x2 dxl; (4)

this employs two integrators, and is commonly used when two quantities
are to be multiplied in a differential analyzer. This scheme is useful only
when it is possible to allow a slow change in a constant added to the
product XIX~a change which will result from slippage in the integra-
tors, negligible for a single multiplication but accumulating with repetition
of the operation.

From this discussion it should be evident that there is no “best”
multiplier. Similarly, other components of a computer must be selected
with due regard for their special characteristics and the demands to be
made upon them.

Mathematical Design oj the fi@em.—From the block diagram one
should proceed to the mechanical design of a system through an inter-
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mediate step-that of establishing the “mathematical design” of the
system. The mathematical design ignores the dimensions not essential
to the nature of the computation to be carried out-diameters of shafts,
dimensions of ball bearings, dimensions of the fram~but specifies the
dimensions of levers measured between pivots and joints, the size of fric-
tion wheels, tentative gear diameters and gear ratios. The properties of
this design should be studied carefully, because this usually leads to a
change in some detail of the design, and sometimes even to choice of a new
block diagram.

Final Steps in the Design.-From the mathematical design of the
system one can proceed to the design of a working model. The elements
of this model should be accessible rather than massed together, inexpen-
sive, and quick to manufacture. If the performance of the working model
is found to be satisfactog, the first model can be designed. Here the
ingenuity of the designer must be used to the maximum. The parts of
the mechanism must be arranged compactly to decrease space require-
ments, weight, and the effects of elasticity and thermal expansion, but
they should not be massed in such a way that assembly is difficult, or
repair or servicing impossible. Sometimes division of the whole computer
into several independent parts is advisable. Finally, the computer can be
built and tested against specifications.

1.3. Organization of the Present Volume.—It is not possible to dis-
cuss in one volume all elements of the problem of computer design. This
book will deal principally with bar-linkage computers—specifically, with
the mathematical design of elements for such computers. Bar linkages
are mechanically very satisfactory, and computers built from them have
many important virtues, but the mathematical design of these systems
is relatively difficult and is not widely understood. There are few stand-
ard bar-linkage elements for computers; it is usually necessary to design
the components of the computer, and not merely to organize standard
elements into a complex assembly. It is hoped that the design methods
to be described here will lead to their more general use.

Bar linkages can be used in combination with the standard computing
mechanisms. For this reason, and for the contrast with the bar link-
ages which are to be discussed later, this volume begins with a brief survey
of some more or less standard elements of mechanical computers. Chap-
ter 2 is devoted to a general discussion of bar linkages. Chapter 3
establishes terminology and describes graphical procedures of which
extensive use will be made. Chapters 4, 5, and 6 discuss, in order of their
increasing complexity, bar linkages with one degree of freedom—gener-
ators of functions of one independent variable, Chapter 7 indicates some
mathematical methods of importance in bar-linkage design. Finally,
Chaps. 8, 9, and 10 develop methods for the design of bar-linkage gener-
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ators of functions of two independent variables—a field in which bar
linkages have very striking advantages.

ELEMENTARY COMPUTING MECHANISMS

The remainder of this chapter will gi~’e a brief survey of elementary
computing mechanisms, or “cells,” of more or less standard type. Dis-
cussion of bar-linkage cells will be deferred to Chap. 2.

1.4. Additive Cells.-” Additive” or “linear” cells establish linear
relations between mechanical motions of the cell, usually shaft rotations
or slide displacements. If these are described by parameters X1, X2, X3,
the cell will compute

X3= Q. X,+ Q’. X,+C. (5)

Here Q, Q, and C are constants depending on the design of the cell and the
choice of the zero positions from which Xl, XZ, and X3 are measured. By

FIG. 1 1.—Bevel-gear clifferential.

proper choice of the zero positions, C can always be made to vanish; in
what follows it will be assumed that this has been done.

The bevel-gear deferential (Fig. 1.1) is a well-known linear CCI1f’[Jr
which all three parameters are rotations. The parameter Xl is the rot:~-

tion of the shaft S1 from a predetermined zero position, X1 = O; the posi-
tive direction of rotation is indicated by symbols representing the hewl
and tail of an arrow with this direction. The parameter X2 is the rotation
of the shaft SJ from a similar zero position; Xj is the rotation from its zero
position of the cage C carrying the planetary bevel gears G. The zero
positions are not indicated in the figure.

The equation of the bevel-gear differential is

X, = 0.5X, + 0.5XZ. (6)

To derive this it is convenient to consider the value of X2 corresponding to
given values of X, and Xs. Let us consider the differential to be originally
in the position X1 = X2 = X3 = O. The parameters Xl and X3 can then
be given their assigned values in two steps, the first a rotation of both the
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shaft S1 and the cage C through the angle X3, and the second a rotation of
the shaft S’1through an additional angle Xl – Xi. In the first step the
differential moves as a unit; the shaft Sz is rotated through the angle X3.
In the second step, the cage is stationary and the movement of the shaft
S1 is transmitted to the shaft SZ with its sense of rotation reversed; the
rotation through angle Xl — X3 of the shaft SI causes rotation through
Xt – Xl of the shaft SZ. The total rotation of the shaft SZ is then
X2 = Xt + (Xt – X,), from which Eq. (2) follows immediately. It is,
of course, essential that all rotations be taken as positive in the same
sense.

It is remarkable that Eq. (6) is independent of the ratio of the bevel
gearing of the clifferential; the essential characteristic of this type of

X3

FIG.1.2.—Cylindrica1-gearclifferential.

differential is that the gearing of the cage transmits the relative motion of
the shaft S1 to the shaft SZ in the ratio 1 to 1, but with reversed sense. It
is not necessary to use bevel gears in the cage to obtain this result;
cylindrical gears can accomplish the same purpose. A cylindrical-gear
differential is shown in Fig. 1.2. This differential is equivalent to the
common bevel-gear differential, except in its mechanical features. It is
flatter, and easier to construct in large numbers, but there is one more
gear mesh than in the common type; there may be more backlash and
more friction. It should be noted, however, that bevel gears are subject
to axial as well as radial forces in their bearings, and that these may also
increase friction.

The spur-gear differential shown in Fig. 1.3 has only two gear meshes,
and is quite flat. The planetary gears G in their cage C do not invert the
motion of the shaft SI when transmitting it to the shaft S3, but can be
made to transmit it at a ratio different from 1. The eauation of this
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differential is
X, = QX, + (1 – Q) X,. (7)

To prove this relation we can use the same method as before. Let us
begin by considering the differential in the zero position,

X1=X,=X3=0.

We wish to find the value of X3 corresponding to given X, and X2. We
introduce the angles Xl and X2 in two steps, first turning both the shaft

FIG.1.3.—Spur-gear clifferential.

FIG.1.4.—Differentialwith axially displaced spiral gear.

S, and the cage C through the angle X2, and then the shaft S1 through an
additional Xl - X,. In the first step the differential is turned as a rigid
body; the shaft S, is also turned through the angle X2. ln the second

step the shaft S’s is turned through Q(xl — X2); its total motion is
X, = X, + Q(X, – X2), in agreement with Eq. (7).

If we make Q = Q’ = 0.5 by proper choice of the gear ratios, we can
obtain a differential equivalent to the” bevel-gear differential. The fact

that the free choice of Q gives to this differential a larger field of applica-
bility does not necessarily mean that this differential should be preferred
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tothosewith Q = 0.5; it inconvenient tousedifferentials with Q =0.5
as prefabricated standard elements.

A deferential m“th axially displaced spiral gear is shown in Fig. 1.4.
The parameter,, which measures the axial displacement of the spiral
gear andthepin PZ, invariable only ~\-ithinfinite limits. The mechanical
structure of this differential is, however, much simpler than that of the
differentials already mentioned, for which all parameters can change with-
out limitation. The equation of this differential is

X3=X1*9X2, (8)

where nis the number of threads perinch along the axis of the spiral gear
on the shaft Sz and m is the number of teeth on the gear with whichit

FIG.1.5.—Differential worm gearing.

meshes. Thehelical mgleofthe gears should beat least 450 for smooth
action and small backlash.

Thediferential worm gearing shown in Fig. 1.5 is used for the same
purpose asthe preceding differential, especially if the range of values of
X, corresponds to a large fraction of a revolution of the shaft S, or even
to several revolutions of this shaft. The equation of this d”%-entialis

x,= ++ X1+ +X2 (radians) (9)

where t is the number of teeth of the worm gear, m is the multiplicity of
the threads of the worm, and R is the radius of the worm gear.

The sign in Eqs. (8) and (9) depends on the sense of the threads of the
spiral or worm gear.

The screw differential shown in Fig. 1.6 combines an axial translation
Xl of a screw with a translation X2 of the nut N with respect to the screw;

x3 = xl + x,. (lo)



I

10 INTRODUCTION [SEC.1.4

To obtain the first translation, the pin P on which the screw turns is
displaced by X1. Therotation of thescrew comes fromthegear G,which
meshes with a cylindrical rack C and slides along it. The real input

IWILI

x,
i *

-+E=Eaii‘“ ‘c-k’
FIG.1.6.—Screwdifferential.

parameter of the differential is not X,, but the angle X, through which the
rack is turned. The equation of the differential is then

X3 = x, * kx4. (11)

The sign depends on the sense of the screw; k is a constant determined by
the gear ratio, the number of threads per inch on the screw, and their

.++

FIG.1.7.—Belt differential.

multipli~ity. All three parameters of this
differential have constructive limits.

The belt deferential (Fig. 1.7) makes
use of the inextensibility of a belting on
several pulleys. In practice, chains,
strings, and special cables are used as belts.
The equation of the belt differential is

X3 = c – 0.5XI – 0.5X2, (12)

where C is a constant depending on the
choice of zero points of the parameters.

The tension in the belt must not fall
below zero at any time; if it does, the belt
will sag and the equation of the differential

will not hold. To obtain positive action in the direction of increasing X3,
it is necessary to preload the belt by putting a load on the output pulley—
ior instance, by a spring that can exert a force large enough to produce the
desired action. The maximum driving force required for thk dMer-
ential will then be about twice the force necessary to operate it without
preloadlng.

The loop-belt di~erential (Fig. 1.8) has the belting in the form of a loop
with length independent of the position of the pulleys, The belt can then
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be preloaded (turnbuckle B) without adding to the driving force of the
differential, except by the increased friction in the bearings.

Belt differentials are some-
times used to add a large number
of parameters; they are easily
combined in batteries, as indicated
schematically in Fig. 1.9. In such -
an arrangement the parameter XT
may have so large a range that it
is impractical to use a slide as the
output terminal. It is better FIG.1S.-Loop-belt clifferential.
practice to use a drum (dashed
line in Fig. 1.9) on which the belt is wound on. and at the same time
wound off. To prevent slippage, the belt should make many turns on the

FIG. 1.9.—Loop-belt differential for
the evaluation of

X1= C–X1–2XZ+2X, –2X,
+ 2X, – 2X6.

drum and be fastened to it; a chain
on chain sprockets may also be used
as the belt.

The above enumeration does not
exhaust the possibilities for linear
mechanical cells; there are many
variants the use of which may be
dictated by special circumstances.

As a rule, when a differential is
used in a computing mechanism, two
of its members (the input terminals)
are moved by external forces; this
results in movement of a third mem-
ber (the output terminal) which is in
turn required to furnish an appreci-
able force. If differentials were fric-
tionless, any two of their three
terminals could be used as input
terminals. In reality, only a few of
the differentials described here have
complete interchangeability of the
terminals. For instance, with the
screw clifferential [Fig. 1.6) it is im-
possible to have Xd as the output

parameter if the helical angle of the screw is so low that self-locking of the
nut on the screw occurs; it is possible to use Xl as an output parameter,
and, of course, also X,. With the chfferential worm gearing of Fig. 1“5,
X, is an impracticable output parameter.
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106. Multipliers.-Multipliers are computers that establish between
three parameters a relation

RX3 = X, .X,, (13)

( where R is a constant that depends on the type of multiplier and on its
dimensions.

The action of the slide multiplier shown in Fig. 1“10 is based on the
proportionality of the sides of two similar triangles. These are triangles
with horizontal bases, and vertices at the central pin shown in the figure:

Iv;,:—’ .-

FIG.1.10.—Slidemultiplier.

the first has a base of length R and altitude Xl, the second a base of length
X2 and altitude X8. Thus

R x,
T, = X’

(14a)

or
RX3 = X,X2. (14b)

The figure gives a schematic rather than a practical design; the lengths of
the sliding surfaces as shown are not great enough to prevent self-locking
in all possible positions of the mechanism. These lengths determine the
space requirements for multipliers of this type; they must be relatively
large in two directions. It is difficult to make this type of multiplier
precise. The pins in slots, as shown in the figure, are mechanically
inadequate, and roller slides on rails must be used. One can not achieve
the same end by increasing the dimensions of the multiplier because the
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elasticity of parts comes into play, not only when the parts are operating
in a computer, but also when they are being machined.

The slide multiplier shown in Fig. 1.11 saves space in one direction.
There are fewer sliding contacts, and the slides are easier to construct.

Fm. 1.11.—SlidemultiplierwithinputsXI, XI - Xz.

.

I?m. 1.12.—Intmwction nomogram for multiplication z; = z j . z*.

This device cannot multiply Xl and X2 directly to compute RX3 = X1X2;
the input terminals must be given translations of Xl and X, – X2. The
difference is easy to obtain if the parameters are generated as shaft
revolutions before entering the multiplier; screws can then be used instead
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of the slides shown in the figure, and the required difference can be formed
by a gear differential.

Nomographic Multipliers.—A multiplier that is structurally related to
a nomogram for multiplication will be called a “nomographic multiplier. ”
Such multipliers can be derived from intersection or alignment nomograms;
the examples to be given here are related to intersection nomograms.

FIG.1.13.—An intersection nomogram for multiplication, obtained from the nomogram in
Fig. 1.12 by a projective transformation.

Figure 1.12 shows an intersection nomogram for multiplication in an
unusual form, the full significance of which will be made clear in the latter
part of this book. Thk represents the formula

Xi = XiXk. (15)

It consists of three families of lines, of constant xi, xi, and z~, respectively;
through each point of the nomogram passes a line of each family, cor-
responding to values of xi, ~i, and x~ which satisfy Eq. (15). (The lines
in thk particular figure are drati for values of the z’s that are powers of
1.25; this is not of immediate importance for our discussion.) The multi-



SEC.1.6] RESOLVERS 15

plier of Fig. l.lOisstructurally related to this nomogram. .The rotating
slide can be brought to positions corresponding to the radial lines in the
nomogram; the horizontal and vertical slots correspond structurally to
the horizontal and vertical lines on the nomogram, and the pin that con-
nects all slides mechanically assures a triple intersection of these lines.
The values of xi, xi, and xk corresponding to the positions of the three
slides must then satisfy Eq. (15); to complete the multiplier it is only
necessary to provide scales from which these values can be read, or, as is
done in Fig. 1.10, to provide mechanical connections such that terminal
displacements are proportional to these quantities.

By a projective transformation of the nomogram in Fig. 1.12 one can
obtain the nomogram in Fig. 1”13, where lines of constant values of the

FIG.1.14.—Nomographic multiplier.

variables Zi, ~j, and xk form three families of radial lines intersecting in
three centers. The obvious mechanical analogue of this nomogram for
multiplication is shown in.Fig. 1.14. It consists of three slides that rotate
about centers corresponding to the centers of the radial lines in Fig. 1.13;
these slides are bound together by a pin, which establishes the triple
intersections found in the nomogram, and the corresponding values of
Zi, Zi, and zk are read on circular scales. It will be noted that the scale
divisions are not uniform. Such nonuniform scales are of more general
use than one might expect. Often one will have to deal with variables
generated with nonuniform scales by some other computer; by proper
choice of the projective transformation one can then hope to produce a
multiplier of this type with similarly deformed scales.

1.6. Resolvers.—The resolver is a special type of multiplier. It
generates a parameter X3, and usually also another parameter X4, as a
product of a parameter Xl and a trigonometric function—the sine or
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cosin~f a parameter X2. The equations are

X3 = Xl sin Xz, (IOU)
X4 = x, Cos X.2. (16b)

The name of this device is derived from its action as a resolver of a vector
displacement into its rectangular components.

A simplified design of a resolver is shown in Fig. 1015. In the plan
view, Fig. 1“15a, we see the materialization of a vector by a screw: the
axis of the screw points in the direction of the vector, at an angle X2 to a
zero line; the length Xl of the vector is established as the distance from
the pivot O on which the whole screw is rotated to a pin T on the nut of
the screw.

To obtain the components of the vector, slides are sometimes used,
as in the case of the multiplier in Fig. 1.10. In Fig. 1“15 there is sug-
gested a solution that gives much better precision and saves space.
Perpendicular shafts pass through the block B that carries the pin P.
These shafts are carried by rollers on rails; their parallelism to given
lines is well assured by gears that mesh with racks fastened to the frame.
For convenience of construction the axes of the shafts do not intersect
with each other and with the axis of the pin T. This introduces a con-
stant term e into the displacement of the shafts—that is, it causes a dis-
placement e in the effective zero positions of X3 and X4.

It is of interest to note how the parameter Xl is controlled from the
input shaft S, (Fig. 1.15b.). While the screw is rotated through the
angle X2 on the shaft S2, it is necessary to control the value of Xl by a
gear G that rotates freely on this shaft. If such a gear is turned through
an angle proportional to Xl—is held fixed when Xl is constant—the
screw will spin on its axis whenever X2 is changed; the length of the vector
will be affected by change in XZ, and will not represent the desired value of
Xl. It is thus necessary to keep the screw without spin with respect to Sz
when only XZ is changed—to keep the gear G moving along with the shaft
S2 whenever Xl is fixed. This is accomplished by the so-called “ com-
pensating differential,” D. As is shown in the figure, the planetary gear
of this bevel-gear differential is geared to the shaft S2 in the ratio 1 to 1;
the differential thus receives an input – X2. When the input shaft S6 is
rot ated through Xc, the output shaft S6 is rotated through an angle

x, = –X6 – 2x,. (17)

By gearing the gear G to the shaft Sb in the ratio 2 to 1, the angle turned
by G can be made to be

x. = –0.5X6 = 0.5X6 + x2.

Then if S6 is stationary, X. changes equally with X2, and the screw is not
spun; X, remains constant. If the shaft Se is turned, the gear G turns
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with respect to the shaft 82 through an equal angle. The change in
Xlis then proportional to the rotation of the shaft S6:X6 = QXI, the
constant Q depending on gear ratios and the threading of the screw.

1 &+e I
1,

.

(a)

(b)

“T&’ ‘,

,

IX,+e

l@. 1.15.—Raeolver. (a) Plan view. (b) Elevation. The teeth of the racks are omitted
from the figures.

The design in Fig. 1“15 is so oversimplified that the resolver is sure to
be lacking in precision. In particular, the flexibility of the structure sup-
porting the screw is excessive: shaft h’s is easily bent and easily twisted.
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This can be remedied by placing the screw subassembly on a circular plate
with a large ball bearing on its circumference, and using a driving shaft of
reasonable diameter.

A better constmction (but one that is not always usable) is presented
in Fig. 1.16. In the plan view, Fig. 10l&z, we observe the main clifference
between the subassembly of the screw in Fig. 1.15 and the present desi.zn.

-<

(a)

(b)

FIG.1.16.—Alternativeresolver design. (a) Plan view. (b) Elevation.

In Fig. 1~16a the pin T is carried on an arm of radius R that rotates on a
pivot P. This pivot is placed at a distance R from the center S of the
circular plate H to which it is fastened. By rotating the arm PT, the
vector ST can be changed in length. Its direction would be changed at

the same time if it were not for a compensating rotation of the plate H.
$ince the triangle SPT is isosceles the angle of rotation of ST to be com-
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pensated for is exactly half of the angle of rotation of the arm PT. To
introduce this compensation a differential is used; to change the direction
of the vector ST in a desired manner, the table H is rotated through a
second differential. The two differentials, D, and Dz, are shown in Fig.
1.16b. Their function may be understood in this way. To change the
direction of the vector ST we must rotate the whole subassembly of the
plate Has a unit; we must turn the gears GI and Gz by the same amounts.
These gears are geared to the cages of the planetary gears of the differen-
tials D,, Dz., at the same ratio (1 to 1 in the figure); these also must be
turned equally. That is accomplished by turning the shaft Sz and by
keeping the shaft S1 stationary. To change the length of the vector ST
without turning it we have to turn the arm clockwise, for example, in the
plan view, and the plate H counterclockwise by half the amount. This is
accomplished by turning the shaft S1. This shaft is geared to the input
of the differential D1 at the ratio 1 to 1 and to the input of the differential
Dz at the ratio 3 to 1; when the shaft S, rotates, the gear G, turns three
times faster than the gear GZ. To see that this gives a compensating
rotation of the plate through an angle —X when the arm PT rotates
through 2X relative to the plate H, we observe that if the gear Gl were
fixed, a rotation of Gz and the plate H through – X would rotate the arm
with respect to the plate also by – X. To bring it to the correct posi-
tion, +2X, it must then be rotated through an angle of +3X with respect
to the plate. To accomplish this the gear GI must be rotated through an
angle —3X, since the direction of rotation is reversed in the gear Gt.
Thus G, must turn in the same direction as Gn,but three times as fast.

1.7. Cams.-A cam is a mechanism that establishes a functional rela-
tion between parameters Xl and X2:

x, = F(x,). (18)

If X, is the input parameter, XZ the output parameter, it is necessary in
practice that F(XJ be a single-valued, continuous function with deriva-
tives which do not exceed certain limits.

PZune cams exist in two principal variants, shown in Figs. 1.17 and
1.18. In the first the cam has the form of a disk shaped along a general
curve. Contact with this cam is made by a roller on an arm; the contact
is assured by tension of a spring. A cam of this type is easy to build
and has negligible backlash, but the force on. the arm is rather small in
one of the two senses of motion—not larger than the force of the spring.
In the second variant there is a slot milled into a flat surface rotating
on a pivot; contact is made by a roller carried on a slide, as shown in
Fig. 1-18. The second form does not permit use of as steep a spiral aii
does the first, since self-locking is more likely to occur,



!20 INTRODUCTION [SEC.1.7

The ylindtical cam shown in Fig. 1“19 has a slot milled into the surface
of a cylinder; a small roller carried by a slide passes along the slot when
the cam is turned on its axis through the input angle X1. The form of the
slot is so chosen that the motion of the slide, described by the output
parameter X2, has the desired

\.

character.

IWJ. l-17.—Plane cam with sPrinK Fm. 1.lS.—Plane cam with groove
contact. contact.

One variant of pin gearing, as shown in Fig. 1“~, has a gear with a
special type of tooth meshing with a milled curved rack. (The milling
tool has a cutting shape identical with the shape of the teeth of the gear.)
Another form of pin gear (Fig. 121) has pins of special shape inserted in
a plate; these mesh with a specially formed gear. In both variants the
gear is keyed on a shaft, with freedom for lateral motion; this motion

I 1

I-x’l

FIG. 1,19.—Cylindrical cam with groove FIG. 1.20.—Pin gearingwith pins on gear.
contact.

of the gear is assured by the action of the curved rack on the pins on the
gear, or by a special cam constructed for this purpose.

The belt cam shown in Fig. 1“22 is a noncircular pulley or drum on
which is wound a belt, or string, or some other kind of belting. If the
number of revolutions of such a cam is to be greater than one, the string is
wound in a spiral; the shape of this spiral should assure a smooth tan-
gential winding of the string on the cams. Cams of this type can allow
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very large travels of the belt and shaft, but they are mechanically less
desirable than pin gears. They are not so safe in operation, and rather

\

Fla. 1.21.—Pin-gearing with pins on the disk.

delicate, especially in the compensated form in which
string are simultaneously wound off and wound on.

An example of a compen.satd belt cam is the aquaring cam shown in
Fig. 1.23. In this, two strings are wound partly on a cylinder, partly on a
cone. The winding on the cone is in
the form of a spiral with equally
spaced threads; the form of the wind-
ing is assured by a groove. One string
begins on the left side of the drum
and, after a number of turns, passes
on to the cone and continues in the
groove to the tapered right end of the
cone. The second string begins on
the right side of the cylinder and after
several turns to the left passes also
onto the cone, where it continues
through the groove to the left, to end
at the larger end of the cone. The
element of rotation dXl of the cone
produces a motion of the string equal
to RldXl, where RI is the average
radius of the cone at the points where the string meets and leaves the cone.
The corresponding rotation of the drum is therefore dXz = (– RldXJ/Rz,

equal lengths of

1+

Fm. 1.22.—Belt cam.
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where RZ is the radius of the drum. The radius RI is proportional to the
angle X1 measured from a properly chosen zero position of the shaft S1.
(This zero position is, of course, not practically attainable, since it would
correspond to zero radius of the cone at the point of contact. ) We have
then

-dX, = y, (19a)

X2 = – &2x;, (19b)

if the zero point for X2 is properly chosen. Here k is the increment of the
radius RI per radian rotation of the shaft S~.

r \
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P J I
FIG.1.23.—Compensatedsquaring cam.

This squaring cam does not by itself operate down to X, = O. It can,
however, be used in a range including zero ii it is combined with a differ-
ential. With

X,=x, +c, (20)
Eq. (19) becomes

X2 = KX: + 2KCXa + KC2. (21)

Introducing the new parameter

X, = X, – 2KCX, + KC’, (22)
we have

X4 = KX: ; (23)

this holds even if X8 is zero or negative. The larger the negative values
of X6 to be reached the larger must be the positive constant C. The
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precision of a cam of this type can be made very high; the error maybe less
than 0.02 per cent of the total travel of the output shaft L%. The rela-
tively great inertia and bulk of the device (especially when it is combined
with a clifferential for squaring negative numbers), limits its use to cases
where precision is essential.

Threedimensional cams or “ camoids,” such as that shown in Fig.
1.24, are bodies of general form with two degrees of freedom—for instance,
a translation of Xl and a rotation Xz—in contact with another body with
one degree of freedom, for instance, a translation X3. The parameter X3
will then be a function of two independent parameters, Xl and X2:

x3 = F’(XI, X2). (24)

The body in contact is called the “follower”; it may be a ball on a slide,
as shown in the figure, or an arm
rotating on a pin parallel to the main
axis of the camoid and touching the
surface of the cam. Camoids are
valuable in that they can generate any
well-behaved function of two ind~
pendent variables. They are, how-
ever, expensive to build with enough
precision, have considerable friction,
and take too much space. Bar link-
ages are always to be preferred to
camoids when it is possible to design
such a linkage.

108. Integrators.-Integrators are

2

FIG.1.24.—Three-dimensionslcam.

computers that have an output
parameter, Xi, and two input parameters, X, and X,, functionally related
by

/

x,
x3 – X30 = F(x,)dx2. (25)

X,o

The simplest form of integrator gives

/

x,
x3 – x,, = Kxldx2. (26)

x,,

The parameters Xl, X2, of an integrator can be varied at will; they can, for
instance, be given functions of time t. The value of the integral, as a
function of t,will depend on the form of these functions, and not merely
on the instantaneous values of Xl and X2. Thus, unlike a function
generator, an integrator does not establish a fixed relation between the
instantaneous values of the parameters involved.
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The equations of integrators are conveniently written in differential
form; Eq. (26) becomes then

dx, = Kx,dx,. (27)

This is particularly convenient in schematic diagrams of complete com-
puting systems.

A common type of integrator is the friction-wheel integrator shown in
Fig. 1.25. The output parameter X3 is generated by a friction wheel in
contact with a plane disk, the rotation of which is described by the
parameter X2. Since the motion of the friction wheel depends on friction
between the disk and the wheel, a normal force must act to maintain the

FIG. 1.25.—Friction-wheelintegrator.

frictional force at an adequate level; for this reason the disk is pressed
against the wheel by a spring. The friction wheel is transportable along
its axis; the distance from the axis of the disk to the point of contact is the
parameter Xl. In precision integrators the friction wheel is carried by a
fixed shaft and the rotating disk is moved with respect to the frame by the
amount Xl. The equation of the integrator in the figure is

dXs = : X,dXz, (28)

where r is the radius of the friction wheel.
The double-ball integrator of Fig. 1-26 has the same equation as the

friction-wheel integrator; the difference between these two designs is con-
structive only. The friction wheel is replaced by two balls carried in a
small cylindrical container, as shown in the figure, or in a special con-

i
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u~ft$
Fm. 1.26.—Double-baU integrator.

Fm. 1.27.—Plan view of componentsolver.
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tainer with roller guides for the balls, to reduce friction. These balls
transfer the motion of the disk (X1dXZ) to a drum of radius r, which
rotates through an angle dXt given by Eq. (28). The balls are easily
transportable, rolling along the drum, with which they are in contact
under constant pressure. This design is useful when one requires an
efficient compact computer but does not need the maximum accuracy
possible with mechanical integrators. The main source of error is the
lack of absolutely sharp definition of the distance from the axis of the
plate to the point of contact of the plate with the balls. Any lateral
freedom of the lower ball impairs the precision of the results.

The component solver shown in Fig. 1.27 is a good example of an inte-
grator of the more general type. A large ball of glass or steel is held
between four rollers placed in a square, with axes in the same plane, and
two rollers with axes parallel to that plane; the points of contact are at the
corners of a regular octahedron. (Figure 1.27 shows only five of the six
rollers.) The first four rollers have fixed axes, but the other two have
axes that are always parallel, but may assume any direction in the hori-
zontal plane. The rotation of these latter axes in the horizontal plane,
measured from a certain zero position, is the input parameter Xl; the
rotation of these rollers on their shafts is the second input parameter X2;
the rotation of any one of the four rollers on fixed axes maybe taken as an
output parameter. Since rollers on parallel axes rotate through equal
angles, there are two different output parameters, X3 and Xl. If all
rollers have the same diameter, the equations of the component solver are

dXs = COSX,dX,, (29a)
dX, = Sin X,dX*. (29b)

Thus the component solver is described by Eq. (25), but not by Eq. (26).



CHAPTER 2

BAR-LINKAGE COMPUTERS

2.1. Introduction.-A bar linkage is, in the classical sense of the word,
a system of rigid bars pivoted to each other and to a fixed base. In thk
volume the term “bar linkage” will denote any mechanism consisting
of rigid bodies moving in a plane and pivoted to each other, to a fixed base,
or to slides. Consideration will be limited to essentially plane mecha-
nisms because these are mechanically the easiest to construct. The
inclusion in bar linkages of rigid bodies of arbitrary form is not an essential
extension of the term, since any
rigid body can be replaced by a
correspondhg system of rigid bars.
Similarly, the admission of slides is
not a real extension, since bar link-
ages—in the classical sense—can
be designed to apply the same
constraints.

A link in a bar linkage is a body
connected to two other bodies by
pivots. A lever is a body connected

,

L.

~

FIG. 2.1.—Bar linkage: a nonideal bar.
monictransformer.

to three other bodies by pivots. A crank is a body pivoted to the fixed
base, and to one or more other bodies of the linkage. Figure 2.1 shows a
bar linkage that consists of a crank R, a link L, and a slide S.

Bar linkages are very satisfactory devices from a mechanical point of
view. Pivots and slides are easily constructed and have small backlash,
small friction, and good resistance to wear.

As computing mechanisms, bar linkages can perform all the functions
of the elementary function generators discussed in Chap. 1. They can-
not, however, be used to establish relations between differentials; they
cannot perform the functions of integrators. As function generators it is
characteristic of bar linkages that they do not, generally speaking, per-
form their intended operations with mathematical accuracy; on the other
hand, they can generate in a simple and direct way, and with good approx-
imation, functions that can be generated only by complicated combina-
tions of the classical computing elements.

There are few standard bar-linkage function generators; one must
usually design a bar linkage for any given purpose. Methods for design-
ing such linkages from the mathematical point of view are the main sub-

27



,

I

28 BARLINKAGE COMPUTERS [SEC.2.2

ject of this book. The problem is to find a bar linkage that will generate
a given function. It must be noted immediately that in general this can
be accomplished exactly only by a linkage with an infinite number of
elements; mechanisms with a finite number of elements cannot generate
the complete field of functions. From a practical point of view, how-
ever, even the simpler bar linkages offer enough flexibility to permit solu-
tion of the design problem with an acceptably small error. The approach
to the problem must be synthetic and approximative, not analytic and
exact.

The mechanical design of bar linkages cannot be discussed in thk
volume. It is of course possible to treat analytically the properties of a
given linkage: its motion, the distribution of velocities of its parts, acceler-
ations, inertia, forces. In this respect the theory of linkages has been
well developed, even in elementary texts; the kinematics of bar linkages
have been treated especially thoroughly. It is of course necessa~ that
the designer of linkages have knowledge of the practical properties of
these devices, even when he is primarily interested in their mathematical
design. In the present volume there will be some comment on the
mechanical features of bar linkages, but only enough to give the designer
the necessary base for reasoning when the design procedure is started.

2.2. Historical Notes.—Engineers and mathematicians have in the
past considered bar linkages primarily as curve tracers—that is, as devices

zI

I

FIG. 2.2.—Bar linkages in a microscope plate
holder.

serving to constrain a point of the
linkage to move along a given
curve. The classical problem in
the field has been that of finding
a bar linkage that will constrain a
point to move along a straight
line. This problem was consid-
ered by Watt in designing his
steam engine. Watt found a
sufficiently accurate solution of
the problem, and it was the cost
and space required that caused the
use of a slide in his original design.
Bar linkages are now extensively
used in mechanical design because
of their small frictional losses and

high efficiency in transmitting power-efficiency greater than that of any
gear or cam. The usefulness of bar linkages to the mechanical engineer
can be illustrated by a locomotive: its transmission contains the famous
parallelogram linkage, and the valve motions are controlled by
linkages of some complexity. A designer of linkage multipliers

bar
will
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recognize among these structures elements that he is accustomed to use
in his own work.

Bar linkages are used in heavy construction as counterweight linkages
and for the transmission of spring action. They also serve as elements of
tie instmments. The parallelogram linkage used to assure pure tran%
lational motion of a slide being examined by a microscope is illustrated in
Fig. 2“2. Springs are omitted from the diagram. The field of the micr~
scope is indicated at the center of the plate.

The problem of producing an exact straight-line motion by a bar
linkage was first solved by Peaucellier. 1 This was accomplished by
application of the Peaucellier inversor to the conversion of the circular
motion of a crank into a rectilinear motion. The Peaucellier inversor is
illustrated in Fig. 2.3. It consists
of a jointed quadrilateral with four
sides of equal lengths B, to the oppo-
site vertices of which there are
jointed two other bars of equal
lengths A; these latter bars are
themselves joined at their other ends.
Three joints of this structure neces-
sarily lie on the same straight line,
and the distances Xl and XZ between

Fm. 2.3.—Six-bar Peaucellier inversor.
The solid lines illustrate the case B < A,
the dashed lines the case B > A.

these joints vary inversely with each other. It will be noted that Xl is
the sum of the lengths of the bases of two right triangles of altitude T and
hypotenuses A and B respectively, whereas X, is the difference of thess
base lengths. We have then

X, = ~A1 – T’ + ~~, (la)

x, = d~’ – d~. (lb)

In these equations A, B, T, and the square roots are necessarily positive.
On multiplying together Eqs. (la) and (lb) we obtain

XIXZ = AZ – Bz, (2a)
or

A2 _ B,
x,= xl . (2b)

There are two variants of this inversor, with A greater than B or with
B greater than A. If B is greater than A (dashed lines in Fig. 2.3), X2 is
always negative; there is no possibility of having X, equal X2. If A is
greater than B (solid lines in Fig. 2.3), it is possible to have

X, = X2 = (A’ – B2)~.

1A concisesummaryof work in this field,by R. L. Hippieley,will be found under
Linkugm,in the EncyclopediaBritannica,14thed.
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At this point the mechanism exhibits an undesirable singularity; the
joints P and Q of Fig. 2’3 become coincident, and self-locking of the
device may occur. These two forms of the Peaucellier inversor also
differ in their useful ranges. These are

~<Xl<A+B, if A>B, (3a)
B–A<X, <A+B, if A<B. (3b)

The freedom from self-locking and the greater range make it desirable
to have B greater than A. Figure 2.4 shows the Peaucellier inversor in a
form suitable for use as a computer.

I 1
FIQ. 2.4.—Three-bar PeauceUierinvemor. FIG.2.5.—The Hart inversor.

Another inversor has been devised by Hart. I
The Hart inversor (Fig. 25) is essentially a bar-linkage parallelogram

with one pair of bars reflected in a line through opposite vertices. Let any
line OS be drawn parallel to a line UV through alternate vertices of the
quadrilateral. It can be shown that this will intersect adjacent bars of
the linkage at points O, P, Q, that remain collinear as the linkage is
deformed; furthermore, the distances Xl = ~ and X2 = ~ will vary
inversely with each other.

There have been described linkages for the tracing of conic sections,
the Cassinian oval, the lemniscatej the limagon of Pascal, the cardioid, and
the trisectrix; indeed it is theoretically possible to describe any plane
curve of the nth degree in Cartesian coordinates z and y by a bar linkage. z
Linkages for the solution of algebraic equations have also been devised.8

1H. Hart, “@ CertainConversionsof Motion,” Messengero~Mathernatk.s,4, 82
(1875).

‘ A. Cayley, “On the Mechanical Description of a Cubic Curve,” Pmt. Math, SW.,
Lend., 4, 175 (1872). G. H. Dawson, “The MechanicalDescriptionof Equipotential
Lines,” Proc. Math. Sot., Lo-d, 6, 115 (1874). H. Hart, “On CertainConversions of
Motion,” Messengerof Mathematics,4, 82 and 116 (1875); “On the Mechanical
Descriptionof the Limagonand the ParallelMotion DeducedTherefrom,” Messenger
of Mathematics,5, 35 (1876); “On Some Casesof ParallelMotion,” Proc. Math. SOC.,
Lend., 8,286 (1876-1877). A. B. Kempe, ‘(On a General Method of Describing Plane
Curvesof the rtthDegreeby Linkwork,” Proc. Math. Sot., Lend., 7, 213 (1875); “On
Some New Linkages,” Messenger of Mathematics, 4, 121 (1875). W. H. Laverty,
‘‘ Extensionof Peaucellier’eTheorem,” PTOC.Math. Sot., Lend., 6, 84 (1874).

3A. G. Greenhill,‘‘ MechanicalSolutionof a Cubic by a QuadrilateralLinkage,”
Messengerof Mathematics, 5, 162 (1876), A. B. Kempe, “On the 8olution of Equa-
tions by MechanicalMeans,” Messengerof Mathematics,2, 51 (1873).

!

Ii
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Analytical studiesl have been made of the “ three-bar motion” of a
point C rigidly attached to the central link AB of a three-bar linkage
(Fig. 26). Three-bar motion is very useful in the design of complex
computers, and will be discussed in Sec. 10.4.

To comdete this survey of the bar-linkage
c

literature in- English, it will ~uffice to mention t~e
papers of Emch and Hippisley on closed linkages.z A?

-2.3. The Problem of Bar-linkage-com&ter
Design.-It is only recently that much attention fti

,

t
(

I

hae been paid to the problem of using bar linkages FIG. 243.—Three-bar

in computing mechanisms. The literature in the $=~1$ ,t~~o~,~~ &
field is especially restricted. The author knows of centralbar.
only one published work that employs the synthetic approach to bar-
linkage computer design~and this in a more restricted field than that of
the present volume.

The basic ideas in the synthetic approach to bar-linkage design are
simple, but quite different from the ideas behind the classical types of
computers. Bar linkages can be characterized by a large number of
dimensional constants, and the field of functions that they can generate
is correspondingly large-though not indefinitely so. Given a well-
behaved function of one independent variable, one should be able to
select from the field of functions generated by bar linkages with one degree
of freedom at least one function that differs from the given function by a
relatively small amount. The characteristic problem of bar-linkage
design is thus that of selecting from a family of curves too numerous and
varied for effective cataloging one that agrees with a given function
within specified tolerances.

The presence of a residual error sets bar linkages apart from other
computing mechanisms. The error of a computer of classical type arises
from its construction as an actual physical mechanism, with unavoidable
imperfections. It is possible to reduce the error to within almost any
limits by sufficiently careful design-as, for instance, by enlarging the

IA. Cayley, “On Three-barMotion,“ Pmt. Math. Sot., Lend., 7, 136 (1875). R.
L. Hippieley,“A New Method of Describing a Threebar Curve,” Pmt. Math. SoC.,
Lad., 16,136 (1918). W. W. Johnson,“On Three-barMotion,” Memengm of Mathe-
matics,6,50 (1876). S. Roberts, “On Three-barMotion in PlaneSpace,” Proc. Math.
Sac.,Luzd.,7,14 (1875).

xA. Emch, “Illustration of the Elliptic Integral of the First Kind by a Certain
Link-work,”Annuls of Mathematics,Series2, 1, 81 (1899-1900). R. L. Hippisley,
“ClosedLinkagea,”Pmt. Maih. Sot., Lend., 11,29 (1912-1913); “Closed Linkagesand
PorieticPolygons,” Proc. Math. Sot., Lomi, 13, 199 (1914-1915).

8Z. Sh.Blokhand E. B. Karpin, “Practical Methodsof DesigningFlat Four-sided
Mechmisms/’ Izdatelstvo Akademienauk SSSR, Moscow,Leningrad(1943). E. B.
Kar@m,“Atlas of Nomograms,” Izdateletvo Akademienauk SSSR, Moscow, Lenin-
grsd (1943).
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whole computer. In bar linkages there is usually a residual error that
cannot be eliminated by any care in construction, an error that is evident
in the mathematical design of the device, as well as in the finished product.
This error will be called “ structural error” because it depends only on the
structure of the computer, and not on its size or other mechanical proper-
ties. Reduction of structural error requires a change in the structure of
the computer-usually the addition of parts. The great number of
adjustable dimensional constants gives greater flexibilityy and extends the
field of functions that the linkage can generate; from this larger field of
functions one can then select a better approximation to the given function.

The fact that bar linkages can be used to generate functions of a large
class has been known for many years, and has been used (instinctively,
rather than with a full development of the theory) by designers of mecha-
nisms. The field of functions that can be generated by some simple bar
linkages has been analytically described. This, however, represents only
the easier half of the problem; what one needs is to describe the field of
functions that can almost be generated by a given type of linkage. The
first attempts to solve this problem for one independent variable have
been tabular or graphical. For very simple structures it is possible to
devise graphs that allow one to determine whether a given function can be
generated approximately by such a structure, and what structural error
is inevitable. These methods are practicable if the linkage can be
specified by means of only two dimensional parameters—that is, if the
field of functions depends upon ordy two adjustable parameters. Such
graphical methods are difficult or are necessarily incomplete if the field of
functions depends upon three adjustable parameters. Such a procedure
can hardly be attempted when four or more dimensional parameters are
involved.

The design methods presented in this book are in many cases based
on a graphical factorization of the given function into functions suitable
for mechanization by simple linkages; the elements of the mechanism
designed in this way can then be assembled into the desired complete
linkage. By such methods it is possible to design linkages having a
great many adjustable parameters, but the solution obtained cannot be
claimed to be the best possible. Usually it is easy to apply these methods
to find bar linkages that have errors everywhere within reasonable
tolerances. This is ordinarily sufficient for practical purposes.

2.4. Characteristics of Bar-linkage Computers.—The special proper-
ties of bar-linkage computers may be summarized as follows.

Advantages.

1. Bar linkages occupy less space than classical types of computers.
2. They have negligible friction.



~EC.2-41 CHARACTERISTICS OF BAR-LINKAGE COMPUTERS 33

3. They have small inertia.
4. They have great stability in performance.
5. Their complexity does not necessarily increase with the complexity

of the analytical formulation of the problem.
6. They are easy to combine into complex systems.
7. They are relatively cheap.

Disadvantages.

1. Bar finkages usually possess a structural error.
2. The field of mechanizable functions is somewhat restricted.
3. The complexity of the linkage increases with decreasing tolerances.
4. Linkage computers are relatively difficult to design. The difficulty

of the design procedure increases with increasing complexity and
decreasing tolerances.

5. The travel of the mechanism is usually limited to a few inches.
Backlash error and elasticity error must be reduced by careful
construction: the use of ball bearings is essential, and rigidity of the
structure perpendicular to the plane of motion must be assured.
The design should be such that mechanical errors are less than the
awigned tolerances for structural error.

Bar linkages can attain extensive use as elements of computers only as
efficient methods of design are established. The complexity and difficulty
of the design procedure depends largely on the nature of the given func-
tion. It is usually easy to design a linkage with a structural error that
does not exceed 0.3 per cent of the whole range of motion of the computer.
It becomes relatively laborious to reduce the structural error below 0.1 per
cent. If the tolerances are below 0.1 per cent—as a typical value
alternatives to the use of a bar linkage should be explored.

Bar Linkages can advantageously be combined with cams when the
tolerated error is small and a bar linkage alone would be excessively com-
plex. For instance, if a given function of one independent variable were
to be mechanized with an error of not more than 0.01 per cent, it might be
desirable to mechanize this function by a simple bar linkage with an error
of, for example, 1 per cent, and to use a cam to introduce the required
correction term. Since this corrective term represents only 1 per cent of
the whole motion of the linkage, it need not be generated with very high
precision; for instance, if the working displacement of the cam is to be
1 in., it can be fabricated with a tolerance as rough as 0.01 in.

It is a feature of bar-linkage computers that they can be used to
generate functions of two independent variables in a very direct and
mechanically simple way. Methods for the design of linkages generating
functions of three independent variables are not now available when it is
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not possible to reduce the problem to the mechanization of functions of
one or two independent variables; there is, however, some hope that
practically useful methods can be found.

Bar-linkage computers have great advantages when feedback is to
beusedin thedesign ofcomplex computers. Incomputers of theclassical
type, feedback motion must be a small fraction of the total output motion.
Linkage computers can, however, operate very close to the critical feed-
back—that is, the degree of feedback at which the position of the mecha-
nism becomes indeterminate.

2.6. Bar Linkages with One Degree of Freedom.—Bar linkages with
one degree of freedom serve the same purpose as cams; they may be
called “linkage cams. ” The parallelogram linkage of Fig. 2.2 and the
linkage inversors have motions expressed accurately by very simple
formulas, but they are not generally useful in the mechanization of given
functions. For this purposs, the following bar linkages are much more
interesting.

The harmonic transj”ormer, shown in Fig. 2“1, establishes a relation
between an angular parameter Xl and a translational parameter X$. It is
convenient to disregard variations in the form of this relation due to
changes in scale of the mechanism-to consider as equivalent two geo-
metrically similar mechanisms. The field of functions

x, = F’(X,) (4)

generated by the harmonic transformer then depends upon two ratios of
dimensions: L/R and E/R, the ratios to the crank length of the link
length and the displacement of the crank pivot from the center line of the
slide. As L is increased from its minimum value, the plot of X, against
XI changes (in a typical case) from an isolated point to a closed curve,
then to a sinusoid, and finally, in the limit as L approaches infinity, to a
pure sinusoid. From a practical point of view, the pure sinusoidal form is
reached for links short enough for practical use. In the limiting case,
L = w, the equation of the harmonic transformer is

X,= Rsin Xl+C. (5)

Such a harmonic transformer will be called “ideal.”
Only rarely is the complete range of motion of a harmonic tra~former

used. When the range of the parameter X, is limited to Xl~ < X, < Xl..
and the functions defined within these restricted limits are taken as ele-
ments of a new functional field, there is obtained a four-dimensional
functional field depending on Xl~ and Xl,, as well as on L/R and E/R.
Methods for the design of harmonic transformers will be discussed in
Chap. 4.
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The three-bar linkage shown in Fig. 2“7 consists of two cranks pivoted
to a frame and joined at their free ends by a connecting link. As a
computer, this serves to “compute” the parameter X2 as a function of
the parameter Xl. The linkage itself is described by four lengths: A 1, B1,
AZ, Bt. The field of functions generated by this type of linkage is only
three-dimensional, because two geometrically similar mechanisms estab-

FIG.2.7.—Three-bar linkage. FIG. 2.8.—Three-barlinkage modified by
eccentric linkage.

fish the same relation between Xl and X2. The field of functions thus
depends on three ratios—for example, B1/A 1, Az/A,, and Bz/A I. Usu-
ally only a part of the possible motion of the mechanism is used. Limits
of motion can be assigned for Xl or X2, though, of course, not independ-
ently for the two parameters; for instance, one may fix Xl~ < Xl < X 1~.
This increases the number of independent parameters by two; the field of
functions generated by a three-bar linkage operating within fixed limits

/ 1
FIG. 2.9.—Harmonic transformer modified by eccentric linkage.

is five-dimensional. In Chap. 5 we shall see how to design a three-bar
linkage for the approximate generation of a given function.

The euxntric linkage is not a bar linkage, but is so conveniently used in
connection with bar linkages that it should be mentioned here. F@re
2.8 shows a three-bar linkage modified by the insertion of an eccentric
linkage. One crank of the three-bar linkage carries a planetary gear that
meshes with a gear fixed to the frame. The central link is then pivoted
eccentrically to the planetary gear, rather than to the crank itself. Link-
ages of this type will be discussed in Sec. 7.9, where their importance will
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FIG.Z.IO.—Double three-bar linkage generating the logarithmic function.

be explained. Another important application of the eccentric linkage is in
the modification of harmonic transformers, as illustrated in Fig. 2“9. It is

possible to choose the constants of
the eccentric linkage in such a way
that the linkage output is an
almost perfect sin us o i d, even
though the length of the link L is
relatively small.

Combinations of these linkages
to be discussed in this book are
the double harmonic transformer

FIG.2.1I.—Bar linkage with two degrees of
freedom. (Sec. 4.9 and following), harmonic

transformers in series with three-
bar linkages (Sec. 8.1 and foIlowing), and the double three-bar linkage
(Sec. 88). Figure 2“10 shows a double three-bar linkage that generates
the logarithmic function through the range indicated in the figure.
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2.6. Bar Lfnkages with Two Degrees of Freedom.—Bar linkages with
two degrees of freedom can be used in the generation of almost any
well-behaved function

X3 = F(xl, x2) (6)

of two independent variables. They provide a mechanically satisfactory
substitute for threedmensional cams, which have many disadvantages
and are to be avoided if possible.
Figure 211 shows a linkage with
two degrees of freedom, which
consists of three cranks connected
by two links and a lever. The
lever will degenerate into a simple
link if the pivots A and B are
superposed; the resulting struc-
ture of three links jointed at a
single pivot will be called a “star
linkage.” Its properties are dis-
cussed in Chap. 9.

The bar-linkage adder shown
in Fig. 2.12 consists of essentially Fm. 2.12.—Bsr-linkageadder.
the same parts as the linkage of
Fig. 2“11, except that slides are used instead of cranks to constrain the
links. The dimensions obey the simple relation

A, 1?, C,—.—
A, B, = r,”

(7)

It is easy to show that when this proportionality holds, the three pivots
P,, P%, and Pa lie on a straight line. This device can, therefore, be used
to mechanize any alignment nomogram that consists of three parallel
straight lines; in particular, it can be used to mechanize the well-known
npmogram for addition. If Xl, X2, and X3 are three parameters measured
along these lines in the same direction from a common zero line, then

(A, + A2)X3 = A,XI + A,X,. (8)

This bar linkage is free from structural error.
In contrast to the adders, baT-linkage multipliers do not perform the

operation of multiplication exactly, but with a small error; the equation of
such a multiplier is

RX3 = X,X, + 6, (9)

where 8, the error of the multiplier, is a function of the two independent
parameters Xl and X2. The design of multipliers will be discussed in
Chap. 9; a much simplified explanation of the principle will be given here.
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Figure 2.13 shows the essential elements of one type of multiplier.
Three bars of equal lengths, El = RZ = Rs = 1, are pivoted together.
The first is pivoted also to the frame at the point O, the third to a slide
with center line passing through O. If the joints A 1 and A z are placed
at distances Xl and XZ from the center line of the slide, the distance
OS = D will be exactly

D=~l– X;– @-(X,-X,)’ +~1–X;. (lo)

Expanding in series the terms on the right, one obtains

where X3 is the displacement of the pivot S’ from the position SOwhich it
occupies when Xl = X2 = O and

i the three links are coincident. It
is evident that X3 is equal to the
product XIXZ to the approxima-

X2 --- tion in which the terms of fourth
and higher degrees can be neg-
lected in comparison with the
term of the second degree. For

FIG,
sufficiently small values of Xl and

2.13.—Elements of a bar-linkage X2 this mechanism is thus amultiplier. .
multiplier for these parameters.

Such a multiplier is not practical, however, because of its small range of
motion. If the error in the multiplication is to be kept below 1 per cent,
it is necessary to keep Xl, Xa s 0.2. [If X, = X, = 0.2, then

x3 = (0.2)’ + +(0.2)4 + . . . ,

and the fractional error is almost exactly one per cent. ] Under these
conditions, however, one has Xa = 0.04, an impracticably small range of
motion. ●

There are in principle two ways to improve this multiplier. With
either method it is necessary to make the structure more complicated—to
add new adjustable parameters. One possible arrangement is indicated
in Fig. 214. Here the parameter Xa is a displacement of a slide (of
adjustable position) that controls the position of the joint A a through a
link of adjustable length L,; X3 becomes an angular parameter, the angle
turned by a crank with adjustable length and pivot position.

With the first method, the output parameter X3 is expressed in
terms of X, and X,, in the form of a series with coefficients which depend
on the adjustable dimensions of the mechanism. These dimensions can
then be so chosen as to cause the terms of the fourth degree in Xl and Xz
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to vanish. In this way, the multiplier can be made more accurate for
small values of Xl and X2, and the domain of useful accuracy sub-
stantially increased. Toward the limits of this domain, however, the
inaccurac~ of the multiplier will
increase very rapidly. Ap.. .

The second method for im-
proving the multiplier—that
followed in this book—can be indl- ~,
cated only very roughly at this

.—. —. —- — -

point. It involves comparison of
the ideal product and the function

] [~
I

actually generated by the multi-
plier over the entire range of 1[!

motion, and adjustment of the
dimensional constants. of the sys-

FIG.2.14.—Modifiedbar-linkagemultiplier.

tern in such a way that the error of the mechanism is brought within
specified tolerances everywhere within this domain. To see in principle
how this can be done, let us consider the mechanism of Fig. 2.13. Let
X3 and Xl be given a series of values that have the fixed ratio

(12)

If this linkage were an exact multiplier, the pivot A, would indicate always
the same value of X2; it would move along a straight line at constant
distance X; from the line of the slide. Actually, the pivot A z will describe
a curve that is tangent to this straight line for small values of Xl and X3,
but will diverge from it as these parameters increase. To each value of
X2 there will correspond another curve; the curves of constant X2 form a
family, each of which can be labeled with the associated value of this
parameter. Now we can make this multiplier exact if we can introduce
a constraint which, for any specified value of X2, will hold the pivot A ~
on the corresponding curve of this family. For example, if these curves
were all circles with the same radius Lz and centers lying on a straight
line, it would be possible to use the type of constraint illustrated in Fig.
2.14. The X,-slide could then be used to bring the pivot A ato the center
of the circle corresponding to an assigned value of X2, and the pivot
Az would stay on that circle, as required. Actually, the curves of con-
stant X2 will not form such a family of identical circles. It will, however,
be possible to approximate them by such circles in a way which will split
the error and bring it within tolerances held fairly uniformly over the
whole domain of action. Unlike the multipliers designed by the first
method, a multiplier thus designed will not have unnecessarily small errors
in one part of the domain and excessively large errors in another part.

—
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This concept of multiplier design must be very greatly extended before
it can lead to the design of satisfactory computers. A powerful guide in
beginning the work is provided by the idea of nomographic multipliers,
already discussed in Sec. 1.5. It is possible to design approximate inter-
section nomograms for multiplication that have as their mechanical
analogues bar linkages with two degrees of freedom. For instance, IHg.
8“14 shows a nomogram for multiplication obtained by topological trans-
formation of the nomogram of Fig. 1.12; it consists of two families of
identical circles and a third family of curves that can be very closely
approximated by a family of identical circles. This nomogram cor-
responds to the bar-linkage multiplier illustrated in Fig. 8.15, which, on
improvement of its mechanical features, takes on the form shown in Fig.
8.16. The design techniques to be described in Chaps. 8 and 9 make it
possible to design multipliers with large domain of action and good
uniformity of performance through this domain.

Multipliers can be used to perform the inverse operation_ of division;
that is, they can be used to evaluate X2 = Xs/X1. It is, of course, not
possible to divide by zero; when a multiplier is used in this way Xl will
never pass through zero. It is therefore useless to attempt to reduce to
zero the error of such a multiplier for values of X1 very near to zero; it
is also undesirable to attempt to reduce the errors of the device for nega-
tive values of Xl when only positive values can be introduced. For this
reason three types of multiplier may be distinguished.

1. Full-range multipliers, for which both input parameters can change
signs.

2. Half-range multipliers, for which only one parameter can change
signs.

3. Quarter-range multipliers, for which neither input parameter can
change signs.

Dividers may be divided into two types.

1. The plus-minus type, for which the numerator may change sign.
2. The single-sign type, for which all-parameters have fixed signs.

An example of a practical full-range linkage multiplier is shown in Fig.
8.16; a half-range multiplier is shown in Fig. 9“15.

2.7. Complex Bar-linkage Computers.—The elementary linkage cells
already described may be combined to form complex computers. Since
simple linkages can add, multiply, and generate functions of one and two
independent variables, bar-linkage computers can solve any problem that
can be expressed in a system of equations involving only these operations.
The field of application of bar-linkage computers is quite large; they

—
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are especially useful if the computer must be light, as when it is to be
carried in aircraft or guided missiles.

An important feature of bar-linkage computers is the ease with which
the cells can be assembled into a compact unit. It is natural to spread
the parts of the computer out in a plane, to produce a rather flat mecha-
nism with its parts easily accessible. The connections between cells

areprovided by shafts or connecting bars.
There is a simple trick that makes the connection of linkage cells even

easier, and the structure of some cells less complex. The simplification

of linkage adders is a characteristic
example of this trick. The bar-link- _ =
age adder shown in Fig. 2.12 has no
structural error. Any deviation from
the principle of this design is likely to
lead to a structural error; it is, how-

=ever, possible to change the principle -
in such a way that the structural error x

is negligbly small. For instance, if FIG.2.15.—Bw-linkageadder(approxi-

the links B, and Bz are very long,
mate),

their lengths can be chosen at will without appreciably affecting the
accuracy of the addition. Figure 2.15 shows such an approximate adder;
its equation is

(A, + A,)x, = AIX, + A,XZ. (13)

The links L, and Lz must be so long that they lie nearly parallel to the lines
of the slide, but they need not be exactly parallel to each other. The
action of this device depends upon the essential constancy of the projec-
tion of the lengths of these bars along the line of the slides. Let X4, x;,
and X: be defined as the distances of the pivots PI, Pz, and P~ from some
zero line perpendicular to the line of the slides. One then has, exactly,

(A, + A,)X{ = A,X{ + A,X;. (14)

NOW let 131be the angle between the bar L1 and the line of the slides.
Then

X,= X;+ LICOS(?, +C, (15a)
= X; – L,(I – COS6,) + (c + L,). (15b)

Except for an additive constant (which can be reduced to zero by proper
choice of the zero point), X{ and Xl cliffer only by the variable term
Ll(l – cos 8,). As LI is increased, 01 decreases with I/L,, (1 – cos 01)
decreases with l/L~, and L,(l – cos 0,) decreases with l/Ll. Thus, by
making L1 large and properly choosing the zero point, one can make Xl
and X; differ by a negligibly small term. In the same way X2 can be
made negligibly different from X4; Xa and X{ are identical. Equation
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(13) follows as an approximation to Eq. (14). If 0, is kept less that
0.035 radians (about 2°) the difference between Xi and X{ will be about
0.0006 LI. Thus if the bars deviate from parallelism with the slides by no
more than &2° during operation of the adder, the resulting error in the
output will not exceed 0.06 per cent of the total length of the bars.

If the lengths of the bars in approximate adders are great enough, it is
even immaterial whether the slides move along straight lines; the essential

-7L-

*
~

FIG.2.16.—Combinationof approximateadders.

1 thing is that the parameters be measured as distances from a zero line.
It is, therefore, possible to connect adding cells through long connecting
bars, and to omit some of the slides that would appear in the standard
construction. Fig. 2.16 shows a combination of three addhg cells that
will solve (approximately) the equations

(A, + A,)X, = A,X, + A,X,,
(D, + D,)X, = D,X, + D,X,,

1

(16)
(E, + E,)X, = E=, + E,X,.



CHAPTER 3

BASIC CONCEPTS AND TERMINOLOGY

The present chapter will define the terminology to be employed in
discussing bar-linkage design and introduce some co~cepts with wide
application in the field., Of particular importance are the concepts of
“homogeneous parameters” and “homogeneous variables,” and a graphi-
cal calculus used in discussing the action of computing mechanisms in
series.

3.1. Definitions. Ideal Functional Mechanism.-Any mechanism
can be used as a computer if it establishes definite geometrical relations
between its parts-that is, if it is sufficiently rigid and free from backlash,

FIG. 3.1.—Crank terminal.

Zem
position

FIG.3.2.—Slide terminal,

slippage, or mechanical play. In the following discussion we shall be
concerned only with such ideal functional mechanisms.

Terminuls.-The terminals of a computing mechanism are those ele-
ments that, by their motions, represent the variables involved in the
computation. The motion of all terminals is usually specified with
respect to some common frame of reference. If the position of a terminal
is controlled in order to fix the configuration of the mechanism, it may be
called an “input terminal”; if its position is used in controlling a second
mechanism, or is simply observed, it maybe called an “ output terminal.”
A terminal maybe suitable for use only as an input terminal, or only as an
output terminal, or in either way, according to the nature of the mechanism.

43
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Terminals that are mechanically practical are of two kinds:

1. Crank or rotating-shaft terminals (Fig. 3“1), which represent a
variable by their angular motion.

2. Slide terminals (Fig. 3.2), which represent a variable by a linear
motion.

Paranwters.-A parameter is a geometrical quantity that specifies the
position of a terminal. With a crank terminal, it is usually the angular
position of the terminal with respect to some specified zero position; with a
slide terminal, it is usually the distance of the slide from a zero position.
Parameters may be deiined in other ways— for instance, as the distance
of a slide terminal from some movable element of the mechanism-but such
parameters are less generally useful than those just mentioned.

An input parameter describes the position of an input terminal, an
output parameter that of an output terminal.

Linkage C’omputers.-A linkage computer establishes between its
parameters, Xl, X2, . . . X,, definite relations of the form

I’,(X1, x2, “ “ “ x.) = o, r=l,2, ..., (1)

which involve only these parameters and the dimensional constants of the
mechanism. With more general types of mechanisms these equations of
motion may also involve derivatives of the parameters. Such mecha-
nisms are useful in the solution of differential equations, but they will be
excluded from our future considerations; we shall be concerned only with
linkage computers, which generate fixed functional relations between the
parameters.

To describe the configuration of linkage computers with n degrees of
freedom, one must in general specify the values of n input parameters,
x,, x,, . . . Xn. The values of any number of output parameters can
then be expressed explicitly in terms of these n parameters:

X.% = G, (Xl, X2. - “ “ x.), r=l,2, ”””?n. (2)

Dom.uin.-The parameters of a computing mechanism cannot, in
general, assume all values. The limitations may arise from the geometri-
cal nature of the mechanism (a linear dimension will never change without
limit) or from the way in which it is employed. To each possible set of
values of the input parameters Xl, . . . Xm, there corresponds a point
(x,, x2, . . . X,,) in n-dimensional space; to all sets of values that may
arise during a specific application of the mechanism, there corresponds a
domain in n-dimensional space, which will be referred to as the” domain”
of the parameters. It must be emphasized that the domain of the param-
eters is not necessarily determined by the structure of the mechanism,
but by the task set for it.
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In the most general case, the domain of the input parameters maybe of
arbitrary form-except, of course, that it must be simply connected,
since all parameters must change continuously. In such cases the values
possible for any one parameter may depend on the values assigned to other
parameters. A mechanism will be said to be a “regular mechanism”
when each input parameter can vary independently of all others, between
definite upper and lower limits,

(3)

which define the dainain of the parameter. With angular parameters,
neither of these limits is necessarily finite: it is possible to have Xi~ = – cu,
or Xi~ =+ Co.

The output parameters of a regular mechanism will vary between
definite (though not necessarily finite) limits as the input parameters
take on all possible values. These limits serve to defie a domain for
each output parameter. Although the input parameters vary inde-
pendently through their respective domains, this is hot always true of the
output parameters.

Travel.—The range of motion of a terminal is called its “travel.”
This is

AXi = Xi~ _ Ximj (4)

both for input and output terminals:
Vw-iubfes.-The term “variable” will denote the variables of the

problem which the computing mechanism is designed to solve. A varia-
ble will be associated with each terminal of a mechanism, an input variable
with an input terminal, an output variable with an output terminal. To
each value of a variable there will correspond a definite configuration of
the terminal; each variable, then, will be functionally related to a param-
eter of the mechanism:

Xi= @i(Xi). ~=l,g,...o (5)

It is important to keep in mind the distinction between parameters,
which are geometrical quantities measured in standard units, and the
variables of the problem, which are only functionally related to the param-
eters. In this book, variables will be denoted by lower-case letters,
parameters by capitals.

Scules.-The value of the variable corresponding to a given configura-
tion of a terminal can be read from a scale associated with that terminal.
The calibration of this scale is determined by the form of the functional
relation between z and Xi. If xi is a linear function of Xi the scale will
be emn—that is, evenly spaced calibrations will correspond to evenly
BpSCedvalues of xi. Such a scale may also be referred to aa “linear,”
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in reference to the form of the functional relation represented. (This term
does not describe the geometrical form of the scale, which maybe circular.)
A linear terminal is a terminal with which there is associated a linear
scale.

Range of a Variable.—As a parameter changes between its limits,
Xin and Xi~, the associated vari~ble will also change within fixed, but not
necessarily finite, limits:

Xims Xis Xild. (6)

In the case of a regular mechanism, this may be referred to as the
‘‘ domain” of the variable; its range is

Ax~ = XW — Z& (7)

Mechanization of a Function.—An ideal functional mechanism estab-
lishes definite relations between its parameters:

F,(Xl, X2, “ “ . ) = O, r=l,2, .”.. (8)

It maybe said to provide “ a mechanization” of these functional relations
within the given domain of the independent parameters.

Such a mechanism, together with its associated scales, similarly pro-
vides a mechanization of functional relations,

j,(zl, x*, “ “ “ ) = o, 7=1,2,”””, (9)

between the variables xi, within a given domain of the independent varia-
bles. The forms of these relations may be derived by eliminating the
values of the parameters Xi between Eq. (8), which characterizes the
mechanism, and Eq. (5), which characterizes the scales.

FIG.3.3.—Input scale.

If the output variables are to be single-valued functions of the input
variables, the input parameters must be single-valued functions of the
input variables, and the output variables must be single-valued functions
of the output parameters; it is not, however, necessary that the inverse
relations be single-valued. Thus an input scale may have the form shown
in Fig. 3.3, and an output scale that shown in Fig. 3.4, but not the reverse.

Linear Mechanization.—A mechanization of a relation between varia-
bles will be termed a “linear mechanization” if all scales are linear.
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A nonlinear mechanization of a given function may be useful when
input variables are set by hand, and only a reading of the output variables
is required. When a computing mechanism is to be part of a more com-
plex device, it is usually necessary that the terminals have mechanical
motion proportional to the change in
the associated variablethat is, a linear
mechanization of the function is needed.
For instance, if one has only to com-
pute the superelevation angle for an
antiaircraft gun it may be quite satis-
factory to read this on an unevenly
divided scale. If, however, one wishes
to use the computer to control directly
the sight on a gun, then a linear mechw
nization of the superelevation function
will be required.

It is a trivial matter to design a
nonlinear mechanization of a function
of one independent variable. One FIG.3.4.+utput scale.

requires only a single pointer, serving
both as input and output terminal, to indicate corresponding values of
input and output variables as parallel scales (Fig. 3 “5). For this reason
the term mechanization as applied to functions of a single independent
variable will always denote liwar mechanization; a distinction will be
made between linear and nonlinear mechanization only in the case of
linkages of two or more degrees of freedom.

Fm. 3.5.—Nonlinear mechanization of a function of one independent variable.

3.2. Homogeneous Parameters snd Variables.-Homogeneous vari-
ables and parameters are very useful tools in the design of individual
computing linkages, and also in the drawing up of schematic diagrams for
complex computers. They are defined ordy for variables and parameters
which vary within finite limits.

Associated with each variable xi having a finite range Axi is a homo-
geneous variabls defined by

hi =
Xi — Z{m

ZiAf “X*.
(10)
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As w varies from its lower to its upper bound, h, varies linearly with it,
from Oto 1. The inverse form of Eq. (10) maybe written

Xi= Xifn+ LAX<. (11)

Another homogeneous variable, “complementary to hl,” is defined by

(12)

or by
h<+~=l. (13)

In the same way, there are associated with ,each parameter Xi, having
a finite travel AXij two complementary homogeneous parameters,

~, = Xi – Xi.
, Xi3f – Xim’

(14)

~i=l_ Hi, (15)

which change linearly with Xi between bounds O and 1:

Xi = Xi. + HAXi = Xi. – ~&Xi. (16)

In a linear mechanization, the homogeneous variables and parameters
are very simply related. The quantities Xi and x, are connected by a
linear relation,

Xi – XjO) = ki(Z, – Zj”’). (17)

If k, is positive, the minimum values of X, and xi occur together, as do the
maximum values:

Xi~ – XjO’ = Jli(Zim – X$”)), (18a)
(ki > 1)

X,M – X~~ = ki(Zi~ – ZjO’). (18b)

It follows by introduction of these relations into Eqs. (10) and (14) that

H, ~ ~. (ki > 1). (19)

If k<is negative, the maximum value of X< occurs together with the mini-
mum value of ~i, and conversely:

Xim – X!”) = lCi(Zilf – Z\O))j (20a)

(k< 1)
Xi. – jyj”) = ~i(~im – ~.ol); (20b)

then
Hi~fi=l_hi. (ki < 1). (21)

Equation (19) will be referred to as the “direct” identification of Hi
with hi. It implies that Xi and Zi are linearly dependent on each other,
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changing in the same sense between minimum and maximum values
which they attain simultaneously; the scale of xi is even, and increases in
the direction of increasing X;. Equation (21) will be termed the “ com-
plementary identification” of Hi and h,; it implies that the scale of Zi is
even, and increases in the direction of decreasing Xi.

In terms of homogeneous variables, the problem of linearly mechaniz-
ing a given function takes on a particularly simple form. For instance,
if the given function involves a single independent variable, it may be
expressed in terms of a homogeneous input variable hi and a homogeneous
output variable hz:

h, = j(hJ. @2)

A linkage with one degree of freedom, operating in a specified domain of
the input parameter,

X;. S Xi S Xil,f, (23)

will generate a relation between homogeneous input and output param-
eters, H.1and Hz, respectively:

H, = F(H,). (24)

It is then required to find a mechanism and domain of operation such that
Eq. (24) can be transformed into the given Eq. (22) by direct or comple-
mentary identification of HI with hl, with Hz with hz.

The usefulness of homogeneous parameters and variables will be
abundantly illustrated in the chapters to follow.

3.3. An Operator Formalism.-It is often necessary to combine
mechanisms in series, in such a way that the output parameter of the
!i.rst becomes the input parameter of the second, and so on. The first
mechanism determines an output parameter X2 as a function of the input
parameter Xl:

x, = +1(X1). (25a)

The second mechanism determines an output parameter Xa in terms of Xz,

X3 = +2(X2); (25b)

the third determines an output parameter Xq in terms of X3,

x, = @*(x,); (25c)

and so on. The final output parameter, for example, Xq, is then deter-
mined as a function of Xl:

x4 = q$,{ @,[+,(x,)]]. (26)

The conventional notation of Eqs. (25) and (26) is fully explicit, but some
times cumbersome. For many purposes the author finds it more con-
venient and more suggestive to use the following operator notation.
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Equation (25a) implies that the value of X2 can be obtained by carry-
ing out an operation (of character specified by the definition of 01) on the
value of Xl. As an alternative notation we shall write

x, = (X21X1) “ xl, (27a)

where (XZIXI) denotes an operator converting the parameter Xl into the
parameter X2. Similarly, Eqs. (25b) and (25c) become

x, = (X,1 X,) . x,, (27b)
x, = (X,1X3) . x,. (27c)

In this notation Eq. (26) becomes

x, = (X,1X3) “ (X,[X2) “ (X,1 X,) “xl. (28)

This form shows clearly the successive operations carried out upon Xl
to produce Xi. It will be noted, however, that the operators are dis-
tinguished from each other only by specitlcation of the parameters
involved; it is not possible to change the argument of a given function, as
in the conventional functional notation.

The over-all effect of Eqs. (27) is to define X4 as a function of Xl:

x4 = (x,]Xl) oxl. (29)

On comparing Eqs. (28) and (29) we obtain the operator equation

(X41X3) “ (X31X2) “ (X2[XI) = (X4[XJ. (30)

The form of this equation calls our attention to a possible manipulation
of these functional operators. In a meaningful product of operatis,
each internal parameter will occur twice in neighboring positions in
adjacent operators. One can, without changing the significance of the
operator, strike out such duplicated symbols and condense the notation
thus :

(X1]X,) s (X~lX2) “ (X,IX1) + (XA[X8) “ (XS[Xi) ~ (X,[XI), (31a)

or
(X,1 X,) . (X,1 X,) . (X,[xl) + (X41 X,) . (x,\X,). (31b)

Conversely, one can describe the structure of au operator in more detail,
with consequent expansion of the notation:

(X,1 X,) + (X,1 X,) “ (X,1 X,) e (x41X3) “ (X,[X,) “ (X,1X,). (32)

The inverse operator to (X,1 X,) will be (X11X2). Thus

x, = (X,1 X,) ox,, (33)
(X,1 X,) o (X,1 X,) = 1. (34)

Both sides of an operator equation can be multiplied by the same
operator. This must be done in such a way that the resulting operators
have meaning: the multiplied operatom must have neighboring symbols in
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common. Thus onecanmultiply both sides of Eq. (30) from theleftby
the operator (X21XJ, to obtain

(X,lx,) .(x,lx, ).(x,lx, ).(x,[x,) = (X21 X,)” (X,]XJ, (35)

which may be condensed to

(xzlx,). (x,[x,) = (x21x4) ”(x41x,). (36)

Multiplication of Eq. (30) by (XZIXJ from the right is not defined,
butmultiplication from theright by, for example, (XllXJ isdefined.

This operator formalism can be applied to variables as well as to
parameters. Aninput scale, which determines aparameter Xiasafunc-
tion of a variable ~ij can be represented by an operator (XilzJ; an output
scale would be represented by an operator (Xklxk).

3.4. Graphical Representation of Operators.—The operator (X~lXJ,
fike the function +i(Xi), is conveniently represented by a plot of X~
against Xi. This representation is most uniform and most useful when
homogeneous parameters or variables are used. A plot of Hk against Hi
always lies in a unit square (Fig. 3“6); it can be used in the graphical
constmction of curves representing products of the operator (Hk lHi) with
other operators, and in the solution of other types of operator equations,
in a way which will now be explained.

Given the analytic form of the relations symbolized by

one can determine the form of the relation

H. = (HelHi) cHi (37C)

by eliminating the parameter Hk. In the same way, one can determine
the graphical representation of the product operator

(H,IH,) = (H,IH,) o (H~lH,) (38)

by graphical elimination of the parameter Hk from plots of (H~lH~) and
(H~lH,). Figure 3“7 illustrates the required construction. The opera-
tors (HdHi) and (H.lHk) are represented, in the standard way, by plot-
ting the first parameter vertically against the second horizontally. In t~e
representation of (H~lHJ, H~ is thus plotted vertically, but in the repre-
sentation of (H,IHJ it is plotted horizontally. The parameter Hi is
plotted horizontally in the firat case, and H, vertically in the second; it is
in this way that they are to be plotted in the standard representation of
the product operator (H,]Hi)) which we must now construct. On the
main diagonal of the square, the line (O, O) ~ (1, 1), we select a point A;
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this will represent, by its equal horizontal and vertical coordinates, a par-
ticular value of the parameter H~. A horizontal line through A will
intersect the curve (HhlHi) at a point B; the horizontal coordinate of
B is a value of Hi corresponding to the chosen Hk. A vertical line through
A will intersect the curve (H.~Hk) at a point C; the vertical coordinate of
c is the value of H. corresponding to the chosen Hk. The point D, con-
structed by completing the rectangle AllDC, then has the horizontal
coordinate Hi and the vertical coordinate H, corresponding to the same

F1~. 3.6.—Graphical representation of
typiCd operator (~kl~i).

a Fm. 3.7.—Construction of a product of
operatora.

value of Hk; it is a point on the curve of the product operator (Hs\Hi). It
will be noted that the horizontal line through A intersects the curve
(Hk[Hi) at a second point, B’, to which corresponds a second value of
Hi compatible with the same values of Hk and Ha. The point D’ deter-
mined by constructing the rectangle AB’DtC is thus a second point on the
curve (H,[Hi). By carrying out this construction for a sufficient number
of points A, one can determine enough points D, D’, on the curve (H#lHi)
to permit its construction with any desired accuracy.

The slopes of the factor and product curves are simply related. The
analytic relation

dHa dH, dH~—. —-
dH, dHk dHi

(39)

becomes, in the notation of Fig. 3“7,

[Slope of (HmlH,) at D] = [Slope of (H.IHIJ at Cl
x (Slope of (H~[Hi) at B]. (40)

If the factor curves intersect at a point -4 on the main diagonal, the rectan-
gle ABDC reduces to a single point; the product curve passes through this
same point, with a slope equal to the slopes of the factor curves. h
important special case is that in which both factor functions are con-

, ;/’-.
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tinuous and monotonically increasing in the range of definition. The
factor curves then intersect at the points (0,0) and (l, l), atthe endsof
the main diagonal: the terminal slopes of the product curve are equal to
the products of the corresponding terminal slopes of the factor curves.

It is sometimes desirable to construct the product (H.IHJ . (H~lHJ,
using, instead of a plot of (H, IHJ, a plot of its inverse, (H~\HJ. The
required construction is shown in Fig. 3“8. A horizontal line through a
point A, corresponding to an arbitrarily chosen value of Hk, will intersect
the curve (HklH,) at a point C with horizontal coordinate H., and the
curve (HklHi) at a point B with horizontal coordinate Hi. A vertical
line through c will intersect the main diagonal at a point D with vertical
coordinate H,. Finally, by completing the rectangle CDEB, one can

FIG. 3.S.—Construction of the FIG. 3.9.—Graphicalsolution of
product (H.IHL) . (HhlH;), using Z (H,lH/J = (If,lHk).
plot of (H~lIf,).

determine the point E, with vertical and horizontal coordinates H, and
H,, respectively; this point, then, lies on the required curve (H.IHJ.

This construction is essentially a solution of the operator equation

(H,IHJ . (H31HJ = (H, IH,), (41)

the first and third of these operators being known. Otherwise stated, it is
a graphical solution of the operator equation

(Hkl~e) . Y = (HklHi) (42)

for the unknown operator Y, which is obviously the desired (H.]H,). It
will be noted that the construction of Fig. 3.8 is that required for the
multiplication of (H~lHJ and (H, IHi) to produce (H~lHi), according to
the method first explained.

Another operator equation often encountered is

Z . (H,IH,) = (H,lHk). (43)
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The construction for Z is sketched in Fig. 3“9 in the case of monotone
operators (HilH/c) and (H,IHJ.

3.6. The Square and Square-root Operators.—It is sometimes desir.
able to connect in series two identical linkages with equal input and OUG
put travels. The first linkage carries out the transformation

H~ = (H~lHi) , H;, (44a)

the second linkage, the transformation

H, = (H,\H,) ~H~, (44b)

where the operators (Hk\H;) and (H,lHk) are identical in form, though
not, of course, in the arguments. Then

(H,IH,) = (H.IH,) . (H,IH,) (45)

I

FIG. 3.10.—Squaring an operator.
J

FIG. 3.11.—Squaring an operator W
represented by a curve which crosses the
main diagonal.

is essentially the square of the operator

W == (H,IHJ - (HklHJ ; (46)

Eq. (45) may be written as

(H,IH,) = W . W = W’. (47)

The construction for the operator W’ is illustrated in Figs. 3.10 and 3.11.
In principle, it is the same as the construction of Fig. 3.7; clifferences in
appearance arise from the fact that, since the functions are identical, the
points B and C lie on the same curve, instead of on two different ones.

The curve representing W2 lies beyond the W-curve, away from the
main diagonal. Where the W-curve crosses the main diagonal, the
W’-curve also crosses it, with a slope equal to the square of the slope of the
W-curve; terminal slopes are related in the same way when the terminal
points are (O, O) or (1, 1). Thus the variations in slope of the W2-curve,
and its curvature, are greater than those of the W-curve.
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The ~culty in designing a linkage to generate a given function tends
to increase with the curvature of the function. It is often impossible to
w a linkage of given type to mechanize a given functional operator
(H,lHi) = W’ with large curvature, but quite feasible to mechanize the
less strongly curved square-root operator W. If it is possible to solve
Eq. (47) for the operator W, and to mechanize this by a linkage with equal
input and output travels, it is then possible to mechanize the given func-
tion by two such linkages in series. This technique will be discussed in
Chap. 6; we shall here consider only the
graphical method for solving for the
square-root operator W, when W2 increases
monotonically.

The general nature of the problem of
solving for W can be understood by in-
spection of Fig. 3”10. One needs to fill
out the region between the main diagonal
and the W2-curve by a system of rectangles
with horizontal and vertical sides, such
that one comer of each rectangle lies on the
main diagonal, the opposite corner lies on
the W2-curve, and the other two corners
fall on a continuous curve, the W-curve.

FIG. 3.12.—C0nstructi0n of a
square-root operator.

This can always be done, and in an infinite number of ways; the square-
root operator is not unique, but has the multiplicity of the curves that
can be drawn between two given points.

A square-root operator can be constructed in the following way.
Between the main diagonal and the W2-curve, let a point C be chosen,
quite arbitrarily (Fig. 3.12). Beginning at the point (7, construct the
horizontal line c@, the vertical line P7, the horizontal line Y13,and so on;
these form a step structure with vertexes alternately on the main diagonal
and the W2-curve, extending through the region between these lines. A
second step structure passing through c is formed by the vertical line
~’a’, the horizontal line CI’D’,the vertical line p’+, and so on. These two
step structures define a series of rectangles with opposite vertexes on
the main diagonal and the W2-curve. The other vertexes define a
sequence of points, . . . , A, B, C, D, . . . , such that a W-curve which

PMSWthough any point of the sequence, say C, must pass also through
idl the others. This sequence of points will have a point of condensation
where the W2-curve crosses the main diagonal, and cannot be extended
through such a point. In I?ig. 3.12 the points of condensation are the
terminal points (O, O) and (1, 1); in a case like that of Fig. 3“11, inde-
pendent sequences must be defined in regions separated by points of
condensation.

i
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Let us choose to construct a square-root operator, W, which passes
through the sequence of points, . . . , A, B, C, D, . . . , indicated by
solid circles in Fig. 3“12. We can also require that it pass through any
other similarly constructed series of points, . . . , A’, B’, C“, D’, . . . ,

such as that indicated in Fig. 3.12 by small circles. We can, in fact, com-
pletely define W by requiring that it pass between points B and C in an
arbitrarily chosen continuous curve. Corresponding to the points of this
curve, the above construction will define sequences of points that con-
nect A to B, C and D, and so on; these points define a continuous W-curve
extending from one condensation point to the next. The reader will
find it easy to prove that if W is to be single-valued everywhere, it must
increase monotonically between B and C’.

FIG. 3.13.—C0nstruction of a sauare,aot FIG. 3.14.—Sauare-root-onerator curve
operator near a point af condensation. having a derivative at a poi;t af canden~

sation.

The square-root operators thus defined do not, in general, have
derivatives at the limiting points of condensation. In Fig. 3.12 it is
zwident that the W-curve oscillates more and more rapidly as the origin is
approached, and it is hardly to be expected that a derivative will exist at
that point. Figure 3.13 represents the part of Fig. 3“12 very near the
origin, in a neighborhood in which the W2-curve can be replaced by a
straight line with finite slope S # 1. The points a, b, c, d, e, fall in the
same sequence as the points A, B, C, D, of Fig. 3.12. No attempt is made
to represent the forms of the intervening curve segments, which are
replaced by straight lines. The step structure shown dashed is the con-
tinuation of the structure aDY& . . . of Fig. 3.12; it will be unchanged if
the point (7 is shifted horizontally, say to C*. The other step structure is
the continuation of a’P’-Y’& . . . , and it will be changed by a horizontal
shift of C. It is easy to show that the segments ab, cd, ef, . . . , are
parallel, as are the segments bc, de, fg, . . . . The segments ab and cd
are in general not parallel to each other; the average slopes in successive
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segments of the W-curve remain constant and different as the origin is
approached, and no derivative exists at the origin.

As we have already noted, a shift of the point C of Fig. 3.12 to the left
wdl modify one of the step structures, defining a new sequence of points
a*, b*, c*, . . . , corresponding to the new point C*. By proper choice
of C* the new sequence of points can be brought to lie on a straight line
through the origin, as shown in Fig. 3“14. Only through this particular
sequence of points can one pass a W-curve having a derivative at the
origin; the limiting slope of that curve must be the slope of the line
a*b*c* . . . , wh ch is easily shown to be v’%. This geometric argu-
ment thus leads to the already stated conclusion that the slope of the
W-curve at a point of condensation must (if it exists) be equal to the
square root of the slope of the W2-curve.

The argument of the preceding paragraph also leads to the conclusion
that on any given horizontal line there is one and only one point (7” that
fies on a W-curve with derivative at the origin. It is evident, then, that
the condition that the W-curve shall have a derivative at the origin (or
any other point of condensation where the W*-curve intersects the main
diagonal with a finite difference of slope) is sufficient to determine uniquely
the form of the W-curve as far as the next adj scent point of condensation.
Siice an independently determinable section of the W-curve usually lies
between two such points of condensation, the condition that it have a
derivative everywhere places on it two conditions, which may or may not
be consistent. Thus for any given monotonic W2-curve there can exist,
at most, one W-curve with a derivative everywhere; there may exist none
at all.

If the W-curve is to be mechanized exactly, it is obviously necessary
that it have a derivative everywhere. For an approximate mechanization
it is only necessary that the W-curve oscillate with sufficiently small
amplitude about a mechanizable curve with a derivative everywhere. In
either case, the analysis just outlined forms a practical basis for the
determination of W-curve. Trying in turn several points (7, one can
quickly find a point C* such that the slopes of the segments a*D*, B*Y*,
. . . approach equality as one of the two limiting points of condensation
is approached. The corresponding slopes may then oscillate near the
other point of condensation, at which this. W-curve will have no derivative.
It is, however, usually possible to choose C* so that the oscillations of the
W-curve are negligibly small near both points of condensation. By inter-
polation one can then determine a smooth approximate W-curve suitable
for mechanization.



CHAPTER 4

HARMONIC TRANSFORMER LINKAGES

We turn now to the problem of designing a bar linkage for the mecha-
nization of a given functional relation between two variables. The devices
used will be discussed in the order of their increasing flexibility and the
increasing complexity of the design procedure required: in Chap. 4,
harmonic transformers and double harmonic transformers; in Chap. 5,
three-bar linkages; in Chap. 6, three-bar linkages in combination with
harmonic transformers or other three-bar linkages. Full examples of the
design techniques will be provided by detailed discussions of the problem
of mechanizing the tangent and logarithmic functions.

THE HARMONIC TRANSFORMER

4.1. Detiition and Geometry of the Hzrmonic Transformer.-An
ideal harmonic transformer is a mechanical cell for which input and output
parameters Xi and X, are related by

X~ = R sin X,, (1)

R being an arbitrary constant. Such a relationship can be obtained with
simple mechanisms modeling a right triangle, such as are sketched in Fig.

t+ x

FIQ. 4.1.—Ideal harmonic transformers.

4.1. These harmonic transformers are called “ideal” because they
generate the sine or arc-sine functions accurately; unfortunately, they are
somewhat unsatisfactory mechanically, and are therefore used only
exceptionally in practical work. It is usually preferable to employ
nonideal harmonic transformers, such as those shown in Figs. 4.2 and 4.3,

58
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which give ordy an approximately sinusoidal relation between input and
output parameters.

The mechanism shown in Fig. 4“2 is an ordinary crank-link system with
~ymmetrically placed slide. The deviation of the output parameter
from its “ideal” value depends upon the angle c between the link L and
the line of the slide. Representing the output parameter by X;, one has

x: = R sin X, – L(I – cos ,). (2)

This may be written as

Xi = X~ + l$xk, (3)

f w

y
.-.

w
.—. —-

S [

r. I i.....
I I L Cusf I 1

~
Fm. 4.2.—Crank-link system as a nonideal harmonic transformer.

where bxk is the structural error of the mechanism as compared with the
ideal harmonic transformer:

LTxk = –L(l – Cos c). (4)

In the mechanism of Fig. 4.2, c is variable, being given by

Lsin~=Rcos X~– W. (5)

IrI Fig. 4“2 the slide displacement W has been so chosen as to keep q
and hence bxk, small as the crank turns through its limited operating
angle. As will be discussed,in detail later, it may be desirable to make a
difYerentchoice of W in order to obtain a desired nonvanishing form for
8XL.
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Figure 4“3 represents a harmonic transformer connected to another
linkage such that the pivot P may be found anywhere within the shaded
area. Equations (2), (3), and (4) hold in this case, but c and the struc-
tural-error function ~xk now depend not only on xi, but also on the
position of the pivot P within the possible boundary.

An ideal harmonic transformer generates a section of sine or arc-sine
curve, the form of which can be fixed by specification of the angular limits
of the rotation of the crank, X~mand Xi~. The nonideal harmonic trans-
former requires four parameters for its specification-f or instance, Xim,
Xi~, L/R, and W/R. The presence of these additional parameters per-

\ ,

\

=’-wh.- —--

1
FIG. 4.3.—A nonideal transformer without fixed elide. I

mits a considerable extension of the field of mechanizable functions-an
extension which becomes striking if c is permitted to assume large values.
In most practical work e and 6X~ are kept fairly small; ~xkthen appears
either as an error arising from the use of a nonideal design, or as a small
correction to the sinusoidal form, by which one makes the mechanized
function correspond more closely to a given, not exactly sinusoidal,
function.

In working out the mathematical design ‘of a system that includes a
nonideal harmonic transformer, it is usually desirable to carry through the
first calculation as though the transformer were ideal. The error arising
from use of the nonideal design can then be corrected in the final stages
of the work (if this is required by very rigid tolerances), or so chosen as to
minimize the over-all error of the system.
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4.2. Mechanization of a Function by a Harmonic Transformer.—
In the harmonic transformer one parameter is a rotation, the other a
translation. Either of these may be taken as the input parameter. If
the crank R is the input terminal, the limits of the input parameter Xi may
be chosen at will; the crank can describe any angle or make any number
of revolutions. The mechanized function will always be a sinusoid or a
part of a sinusoid between chosen limits ,

u

(Fig. 4.4). If the slide is the inputter- ‘i
minal, the range of the input parameter –1
xk must be limited to keep the mecha- 1[

L_

Maximum
AXk slope

J
AXi Xw

x~

t / J-xim

/ ~— x~
“ ‘xkm

Fm. 4.4.—Sinusoid generated by an ideal FIm 4.5.—Arcsinusoid generated by an
harmonic transformer. ideal harmonic transformer.

nism far enough from the self-locking positions. The mechanized
function is then a portion of an arcsinusoid (Fig. 4.5) within which the
slope does not exceed some maximum value determined by mechanical
considerations.

The simplest problem in ideal-harmonic-transformer design is that of
mechanizing a harmonic relation, analytically expressed, between varia-
bles xi and Xk:

X.k— Sk, = r sin (~i — ~io), r>o, (6a)
or

()Zk — Xk,
Xi — $i, = sin– 1 —

T’
(6b)

given speciiied limits for the input variables. To determine the constant
R of the harmonic transformer and the required relation of the variables
zi, ~k,to the parameters Xi, X~, one need only compare Eqs. (1) and (6):

Zk — Xjco Xk— .—,
R

Zi — Xi, = Xi.
r

(7)

The wdue of R, chosen at will, determines the scale factor Kk of the param-
eter xk:

K~ =
zk — xk, _Zlc-Z~O_r

Xh–xh– xk ‘~ (8)

ii
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[X,, = O, by Eq. (7)]. The scale factor for Xi is unity. These constants
being fixed, the harmonic transformer is determined. The range of
parameter values for which it must operate is determined by the limited
range of the input and oUtpUt variables, xi~ ~ Xi S zi~, 2% ~ Xk~ XkM:

Xtm= Z,m– z,,, xiM = $iM — XioJ (9)
Xkm— Xko

Xk. = ~k ,
zkM — Zko

Xkkf = ~k . (lo)

A less trivial problem is that of mechanizing a function that has a
generally sinusoidal character, but is given only in tabulated form. One
possible method in such a case is to fit the given function as well as possi-
ble (for example, using the method of least squares) by the analytic
expressions of Eq. (6), and then to proceed as just explained. A quicker
way, making use of homogeneous variables and parameters, will now be
presented.

4.3. The Idesl Hsrmonic Transformer in Homogeneous Parameters.
Before expressing the equation of an ideal harmonic transformer in homo-
geneous parameters, we must define the parameters more precisely.

The position of the crank R (Fig. 4.2) is described by the parameter
Xi, the rotation of the crank clockwise from a zero position perpendicular
to the center line C of the slide. The other parameter, xk, is defined as
the normal projection of the arm R onto the center line of the slide. The
crank R in the zero position is pictured as directed upwards, and xk is
taken as positive toward the right from the point S.

The homogeneous parameters t%,Hk, are related to the parameters
X,, xk, by

~, = Xi – Xim ~k = xk – xkm.
, AX, ‘ Axk

(11)

(The symbol Oi is chosen to represent one homogeneous parameter,
instead of Hi, to emphasize the fact that in this case one is concerned
with a rotation. ) From these definitions it follows that both homm
geneous parameters increase in the same sense as the original parameters:
Oiincreases always clockwise, Hk increases to the right.

The connection between ordinary and homogeneous parameters in a

harmonic transformer is illustrated in Fig. 4.6. The arc of the angle of
travel AXi, scaled evenly clockwise from O to 1, permits direct reading of
Oi. The projection of that arc on a straight line perpendicular to the
zero line SO, scaled evenly from O to 1, from left to right, permits direct
reading of H~. Any line parallel to OS passes through corresponding
values of & and H~. The correlation of values of Hk to those of Oi is
unique so long as AXi < 360°; the converse correlation may be
valued in some cases, as is illustrated by Figs. 4.6(b) and 4.6(c).

double-
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From the definition of homogeneous parameters and from Eq. (11) it
is evident that, always,

H, =
sin (Xi~ + O~AX,) – (sin X,)~ti

(sin X,)~.= – (sin Xi)min
(12)

o o

,i

x~

xhM

(b)

o

(c)(a)
FUJ.4.6.—Ideal harmonic transformer with homogeneous parameters.

(a) (sin Xi)= = sin Xu,r. @) (sin Xi) ~= = 1. (c) (sin X,)~ti = sin X,.af,

Special forms of this relation, applicable in cases of the types illustrated
in Figs. 4.6(a), 4.6(b), 4.6(c), respectively, are as follows:

H~=
sin (X{~ + OiAXi) – sin Xi~

sin Xt~ — sin Xi~
(13a)

H, =
sin (Xi~ + OiAXi) — sin Xi~

1 – sin Xi~ (13b)

Hk =
sin (X~~ + O~XJ — sin X;~

1 – sin XW “
(13C)

444. Tables of Harmonic-transformer Functions.-The use of har-
monic transformers as parts of complex linkages is so extensive and the
design problem is so greatly simplified by the use of homogeneous param-
eters that it is very convenient to have available a fairly complete table
of the functions appearing in Eq. (13). Table Ao1 gives H~ for @i = 0.0,
0.1, 0.2, “ “ . 0.9, 1.0, and for AX~ = 40°, 50°, . . . 140”. Smaller
values of AX~ are of Little interest, since with small angular travel the
errors due to mechanical play become relatively important, and other
devices can serve as well for mechanization of the corresponding nearly
linear functions H~(tl~). Two facing pages are required for each value of

—
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AX<. Columns of values of Hk are grouped in pairs in a way intended
to facilitate the calculation of structural error functions, as discussed in
Sec. 4“5. The first of these columns has the corresponding values of
Xi~ and XW indicated at the top, and is tabulated with& (indicated to the
left) increasing downward. The second column has the values of X,~ and
Xi~ indicated at the bottom, and is tabulated with tl (indicated at the
right) increasing upward. The associated columns correspond to har-
monic transformers with Xi~ S Xi S Xt~ and with

(90° – XiM) S Xi S (90° – Xim),

respectively; the significance of this and of other features of the table
which are not of importance at this point will be explained in Sec. 4“5.

Table A.2 gives Oifor Hk = 0.0, 0.1, 0.2, “ “ . 0.9, 1.0, and for the
same AX, as Table A. 1. The arrangement is simple and should require
no explanation here. Only single-valued relationships between Hk and
Oiare tabulated, since the table is intended for use when Hk is the input
variable; all regions that include a point with infinite d6i/dHk may be
excluded.

In using Tables Al and A*2 to mechanize a tabulated function with a
pronounced sinusoidal character, the function should first be expressed in
homogeneous variables. We shall caU the homogeneous input variable
h,, the homogeneous output variable h., in order to avoid any commitment
as to which is to be the angular parameter in the mechanization.

Next, there should be tabulated in a column the values of the output
variable h., for h, = 0.0, 0.1, 0.2, “ s “ 1.0, making such interpolations as
may be necessary.

It remains only to compare this column of numbers with those im
Tables A. 1 and A% One can easily find which of these columns gives
the best fit to the given set of numbers; each column, it is important to
note, may be read either up or down. This determines the best values of
x,m and xi~ for the harmonic transformer, to within 10°; by interpolation

one may fix these values even more precisely. The remainder of the
design process is then trivial.

If the best fit is found in Table A“ 1, the output variable h, is being
identified with H~; the output terminal of the mechanization will be the
slide, the input terminal the crank. If the best fit is found in Table A.2,
the reverse is true.

Suppose that the best fit is found in Table A-1, and that, in reading the
corresponding columns, hr and Oi increase together. Then one has
h, = 0,, h. = Hh. Knowing xina and xi~, one can construct scales of Oi
and Hk as described in the preceding section; these are the required scalee
of h, and h,, which one can recalibrate in terms of the original variables, if
this should be desired.
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If the best fit is found in Table A“ 1, but correspondence of the columns
requires that they be read in such directions that h, decreases as i%
increases, then 1 — h, = &, hs = Hk. The h,-scale thus differs from the
O,-scaleonly in that h, increases to the left instead of the right; the rest
of the construction is as before.

If the best fit is found in Table A“2, one hash. = tt, h, = H,, if h, and
8i increase together, and otherwise 1 – h, = &, h, = Hk.

In the operational language introduced in Chap. 3 this process maybe
described as follows: A functional operator (h.lb,) is given, and there is
sought a functional operator (H~10i) or (4 IHJ of a harmonic transformer
which transforms into the given operator (h.\h,) when the pair of variables
(h,, h,) is transformed into the pair of parameters (o,, H,) or (H,t, 0,)
through a direct or complementary identification.

When the tables are employed it is useful to make graphs of operators
and sketches of mechanisms in order to prevent mistakes. It is recom-
mended that the H~-scale run always from left to right, that the zero line
for Xi be dh-ected upward, and that the scale for 0, increase clockwise, as
in Fig. 4“6.

Example: Use an ideal harmonic transformer to mechanize the relation

X2 = tan xl (14)

with the range of the input variable $1 from 0° to 50”. The homogeneous
variables are

“ =S’ h, = +.
tan 50

Table 4“1 gives the relation of h. to h, in tabular form.

Tmm 4.1.—z* = TANz,, O S z, S 50°, IN HOMOGENEOUS
h, h,

0.0 0.0000
0.1 0.0734
0.2 0,1480
0.3 0,2248
0.4 0.3054
0.5 0.3913
0.6 0.4844
0,7 0.5875
0.8 0.7041
0.9 0,8391
1.0 1,0000

(15)

VARL4BLRS

In seeking a corresponding column in the tables, we need examine only
those which show no maximum. In such cases the first and last values
are always O and 1; every such column matches the given column at the
two ends.

k’,



56 HARMONIC TRANSFORMER LINKAGES [SEC.4.4

Consider first Table A“ 1. Fixing on a value of AX,, we seek a column
that gives a match at the middle as well as at the ends; for example, with
AX~ = 70° the best match is obtained for Xi~ = – 70°, Xi~ = OO.
However, this column contains values that are too small at small Oa,too
large at large 0,. Repeating this process for smaller AXi, one obtains a
better over-all fit, but the improvement is slight; one must either use
very small values of AX~ or tolerate errors of over 2 per cent of the total
range.

Next we examine Table A-2. Again the best match is obtained for
relatively small AX,—a consequence of the nearly linear character of the
tangent function in the given range. Here, however, a much better
match is possible. Comparing with the given h, the values of O,shown in
Table A.2 for Xin = 30°, Xix = 70° and for Xin = 35”, Xi~ = 75°,
one finds the differences shown in Table 4“2.

TABLE 4.2.—VALUES OF h.-tl

H,

0.0
0,1
0.2
0.2
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Xi. = 30°
X,X = 70”

0.0000
–0.0004
–0.0023
-0.0050
–0.0076
–0.0097
–0.0106
–0.0095
–0.oow
–0.0009

O.0000

X;m = 35°
X,M = 75°

0.0000
0.0036
0.0056
0.0065
0.0072
0.00s0
0.0095
0.0120
0.0152
0.0160
0.0000

Xim = 31.5°
X%kf= 71.5°

0.0000
0.0008
0.0001

-0.0015
-0.0032
-0.0044
–0.0046
–0.0030

0.0003
0.0042
0.ooOo

Linear interpolation between these columns shows that with Xi- = 31.5°.
Xi~ = 71.5: the difference between h, and Oiremains less than “0.005; ari
ideal harmonic transformer with these constants would have a structural
error everywhere less than 0.5 per cent of the travel.

Figure 4“7 shows the harmonic transformer thus designed, with func-
tional scales for ha = Hk and h = Oi. The travel, Axk, can be given any
desired value by proper choice of R:

AX, = R(sin 71.5° – sin 31.5°) = 0.4258R. (16)

It is interesting to note that in this example the angular variable Z1 of
Eq. (14) has been mechanized as a slide displacement, the linear variable
ZZ as an angular displacement, whereas in a constructive computer the
reverse would be the case.
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In this design procedure we have treated the harmonic transformer as
ideal. To construct it as nonideal would introduce an additional struc-
tural error, 6X~, described by Eq. (4)—an error that can be made suf-
ficiently small by making the link L very long and by so placing the center
line of the slide as to reduce the maximum value of the angle e as much as
possible. In general it is better to make positive use of the term IsX~,so
choosing the design constants that ~xktends to cancel out the structural
error ~hkof the ideal-harmonic-transformer component of the mechanism.
In the present case this may seem hardly worth the trouble, as the fit
obtained with the ideal

l–

transformer is very good. However, it is to be

0.0 0.5 1.0
Hk

+X*

\’ /

\.o

T
fia. 4.7.—Harmonic transformer mechanizing X, = tan X,, O“ < Xl <50°. A htter

design iu shown in Fig. 4.12.

noted that this design is unsatisfactory in that the angular travel AXi is
rather small. In practice, it would be better to employ a nonideal trans-
former with large angular travel, keeping the total structural error small
by judicious choice of L and the slide position (Fig. 4-12). The required
design technique is discussed in the next sections.

4.6. Total Structural Error of a Norddeal Harmonic Tranaformer.—
In finding a harmonic transformer to mechanize a given relation,

hk = (h~lhi) “ h{, (17)

one begins, as already described, by finding an ideal harmonic transformer
tbt gives an approximate fit. Then if Oiis identified with hi, Hk can also
be identified with Iw, except for the small structural error tihk:

Hk = h~ + tih~. (18)
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If the transformer to be used is nonideal, its output parameter will be not
H~ but Hi. Representing by 6H~ the change in output arising from the
nonideal character of the transformer, we write

Hi = Hk + 6Hk. (19)

T,~.ecomplete mechanism then has a structural-error function

M; = Hi – h~ = 6Hh + ~hk; (20)

it is this error that should be reduced to tolerable limits over the whole
range of operation.

A nonideal harmonic transformer has been sketched in Fig. 4.2. Of
the four design constants, Xim and Xi~ characterize the ideal-harmonic-
transformer component and determine the form of tihk;L/R and W/R
affect only the form of 8Hk. It is of course impossible in general to make
dhj vanish identically by any choice of these parameters. Ideally,
one would manipulate all four parameters in order to make bh~ every-
where satisfactorily small, without regard to the resulting magnitude of
8Hk and M,. An easier technique is to make bhkas small as possible by
choice of Xi~ and XW, and then to choose L/R and W/R so as to minimize
bhj; however, one can often arrive at more satisfactory designs, and even
appreciably reduce the over-all error, by some other choice of X~~ and
X,~.

4.6. Calculation of the Structural-error Function tiHk of a Nonideal
Harmonic Transformer.-In designing harmonic transformers it is impor-
tant to have a quick, efficient way to compute the structural-error func-
tion 8Hk. Use of Eq. (4) is neither quick nor well adapted for work with
homogeneous parameters; better methods to be described here and in
Sec. 4.7 depend upon reference to Table Ao1. The discussion will be
illustrated by Fig. 4“8, which shows a harmonic transformer with alterna-
tive positions for the link L, extending from the crank toward the left or
toward the right. Here, and throughout the discussion that follows,
the unit of length, in which all dimensions are stated, is taken to be the
length of the Hk-SCtde; thus, flk = 1. As before, we consider the
harmonic transformer in its basic position, with Oiincreasing clockwise,
the zero for Xi vertically upward, and scales H~ increasing from left to
right.

The change from the ideal harmonic transformer (scale H~) to the
nonideal one (scale Hj) will be traced through two steps.

First, the Hk-sCale maybe shifted bodily to the right or left by a dis-
tance L. On this scale, shown in Fig. 4.8 above the slide, the reading
opposite the pointer will be Hk, modified by an error

DH~ = +- ILI(l – COSc). (21)
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The sign of this error depends only on whether the crank extends to the
fight or to the left. Taking L as positive when the link extends toward
the left, negative when it extends toward the right, one has always

DH~ = L(I – COSe). (22)

As H~ changes from zero to one, Hk + DHk changes between limits which
are in general not zero and one:

(Hk + DHk)ti 5 H. + DHk ~ (Hk + DH&mx; (23)

thus H~ + DHk is not in general a homogeneous P~rameter.
As the second step, the H~ + DHk-scale is replaced by the homo-

genized Hi scale, shown in Fig. 48 below the slide:

H, + DHk – (Hk + DHk)min
‘; = (Hk + DH,)max – (Hk + DH&im”

P
L L

‘_ AX, —Hkfi!m.. ~_ ~=,

(24)

I
“i”

0.0 0.5
--- .. .“ ---”

\

I

‘ ‘K

——-- .
.

.,jr,,,~ w . ~ ‘“ ~..,,::,,,,, ~
H; 0.0 0.5 1.0 0.0 1.0H;

FIG. 4,S.—Notation used in harmonic transformer

When DH, is reasonably small the maximum value
occur at essentially the same @i as the maximum of
H~ = 1. One can then write

(Hk + DH,)ma, = 1 + (DHk) ,,
and similarly

(H, + DHk)min = (DH,)o,

design.

Of H, ● DHk Wfl~

H,—that is, when

(25)

(26)

(DHb)O and (DHk)l being the values of DHk for H, equal to O and 1
rmpectively. As an approximation good enough for all preliminary
calculations one has then

Hk + DHk – (DH,), .
Hi =

1 + (DH,) 1 – (DHk)o (27)

To compute DHk, we observe that if Ykis the distance above the slide
center line of the pivot between L and R, then

Yksin~=—
L (28)
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and

‘H’=L[’-(’-W1 (29
When c is small

DHk z g. (30)

The quantity yk is conveniently found as a function of 0; by use of Table
A-l, by taking advantage of the special relationship of associated columns
of that table. The relationship of the corresponding harmonic trans-

0.0 i’ 0.5 1.0 O* Ofio &
Hh , , )

J

“ - ‘E

/
“H; / /

x~ x; /
0.0,‘ 1.0 0.0 /

e:= /
ei-o

90”-xiM ‘ /;/
0.5 AX; 0.5

xf,/’

H: 0,0 ‘ 90”-x,m
o*

/

(a)
/

/ (b) - Lo
/

/
/“

/
FIG. 4.9.—Harmonic transformers associated in Table A.1.

formers is illustrated in Fig. 4.9. The first transformer (parameters
Xi, X~; Oi,H/$) operates through the range

Xim S Xi S Xi.lf

(X,~ = – 15°, X~M = 75° in Fig. 4.9a). The second transformer (param-
eters X~, X:; o:, H:) operates through the range

X,2 = 90° – Xi~ ~ X,* S X,; = 90° – X~~

(XL = 15°, X3 = 105° in Fig. 4.9 b). Now it will be observed that if
Fig. 4.9b is reflected in the line X: = 45° and superimposed on Fig. 4.9a,
the angular scales will then coincide, but with 19,*= 1 – & The
H~-scale, however, becomes a vertical scale, as compared with the hori-
zontal H~-scale. The entries in a section of Table A. 1 may then be
interpreted as follows: For a harmonic transformer with limits on Xi as
given at the top, the four entries in each row, from left to right, correspond
to (1) di for some index point P on the angular scale, (2) Hk, which meas-
ures the horizontal displacement of that point to the right of a vertical
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reference line, (3) H?, which measurea the displacement of the same point
upward from a horizontal reference line (though in different units, since
the H:-scale is not in general of unit length), and (4) O: = 1 – 19i. If
the limits on Xi are those given at the bottom of the section, the entries in
each row have the same meaning if they are taken in order from n“ght to
kjt.

The quantity Hk( = xk) measures the actual distauce of the point P
from the vertical reference line, since the Hk-SCtdeis one unit long by
definition. The length of the vertical scale is

(COSXi)- – (COSX,)*;
g = (sin Xi)- – (sin X,)ti

(31)

hence the actual distance of the point P from the horizontal reference line
is

X: = gH~. (32)

Values of g are given in Table A. 1, in the same line with those of Xi” and
XiM and in the same column with the values of H:.

Returning now to the computation of Yk,we define E? as the value on
the H:-scale at the poiut where the slide center line intersects it. In Fig.
48, E: lies on the calibrated part of the scale. This is not necessarily so;
~ is a parameter in the design which may be assigned negative values, or
values greater than one. In any case

y, = g(Hf – E:). (33)

It is convenient to specify a nonideal harmonic transformer by giving
X{-, X,~, E:, and L. Calculation of its structural-error function for a
series of values of Oi or Hfi then requires reading from Table A“ 1 the cor-
responding values of H~, followed by computation of Yj by Eq. (33),
DHk by Eq. (29) or (30) (according to the accuracy required), Hi by IZq.
(27), and finally 6H~ by Eq. (19). An illustrative calculation will be
found in Table 4“5. This procedure is quick and easy if Et and L are
known, but when it is desired to determine the approximate form of 8Hk
for a considerable series of values of El and L, or to find required values of
Et and L, the method to be described in the next section is to be preferred.

4.7. A Study of the Structural-error Function MI~.—For a general
investigation of the structurs&error function 6Hfi or for a preliminary (and
usually final) choice of ~~ and L in the process of designing a nonideal
harmonic transformer, it is sufficiently accurate to use Eq. (30) in com-
puting DHk, and to assume that

IDH, – (DHJoI <<1. (34)

To this approximation 6Hk has a simple dependence on II? and L which
facilitates its computation for a series of values of these parameters, or,
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conversely, the finding of values of E; and L which give 6Hk a desired
form and magnitude.

Expanding Hj, as given by Eq. (27), in powers of the small quantity
(DHk) 1 – (DH~)o, and neglecting terms of the second order of smallness,
one finds

Hi = H, + [DHk – (DHJo] + Hk[(DH,)o – (DHk) ,] (35)
and

JH, = [DHk – (DHk),] + H,[(DH& – (DHk) d. (36)

This approximation to 6Hk, like the function itself, vanishes when Hk = O

or 1.
By Eqs. (30) and (33),

‘2 H* – Ey)z,DH, = —~L( k (37)

When this is introduced into Eq. (36) the quadratic terms in E; cancel,
and one finds

8H~ = ~ Ul(di) + ‘.iY~(oi)l. (38)

where jl ( (?J and jj (19Jdepend only on the parameters Xi~ and Xi~ of the
harmonic transformer. With (H~), and (H:), the values of H: when Hk

has the values O and 1, respectively,

Knowing the form of f,(tl) and j, (@i), one can easily compute 6Hk for a
large series of values of L and E;.

To this approximation the magnitude of the structural-error function
varies inversely with L, but its form is determined entirely by E:. The
possible range in forms is easily investigated by computing 8Hk for some
value of E&for example, for ET = O, in which case one has simply the
first term of Eq. (38)—and then adding to this the function jZ(OJ in dif-
ferent proportions.

Althougn f2(@i) is easily computed by Eq. (40), it is worth while to
take note of its simple analytic form. AS functions of Xi, one has

sin Xi — (sin Xi)fi
‘k = (sin XJm= – (sin X,)ti’

(41)

H: =
Cos xi – (Cos Xi)mti

(Cos X,)w – (Cos Xi)ti”
(42)

Let X. and Xh be the values of Xi for which sin Xi has its minimum and
its maximum values, respectively. (These are not necessarily Xi~ and
Xi~, nor are they always the angles at which cos Xi has its minimum or
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maximum values. ) Then on combining Eqs. (40), (41), (42), one find%
after some trigonometric manipulation, that

,,= _ ,co:;f~:))
*m

[( )-cosrixa)l’43)X COS Xi-xojxb

jtis thus symmetric about the value of 0; corresponding to X, = ‘“ ~ ‘b,

midway between the values of 9~for which Hk = Oand Hk = 1; it is of the
form of a sinusoid minus a constant, and vanishes for Hk = O and

0

-OT+s-

0.5 - E:=O.25

0.- -
(r-l

1,0) E:=-O.5

Fm. 4,10.—Structural-error functions for nonideal harmonic transformers. The
functionsshown are (a) j!(%), and (b) to (h) (2L/a2) 8Hk for a series of values of Ek*, when
Xi- = -15”, XW = 75°.

H&= 1. Its general form is thus easily sketched without reference to
Table Al. When H, increases monotonically with .9L,f,(di) is sym-
metrical about Oi= ~~ a fact which makes computation even simpler.

To illustrate the change in form of 6Hkwith changing E: let us consider
the special case of a harmonic transformer for which – 15°< X; <75°.
The variation of H~ with $i for this transformer is shown by the middle
curve of Fig.4“11. Figure 4.10 shows the form of j~(Oi), and of

for a series of values of El. When E: is less than – 0.5 or greater than
1.5, JH~ haa nearly the same form as fZ(OJ, which is symmetrical about
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Oi = 0.5. To produce a desired form of H; that differs from the given

(H;l @i)

(a) E:=O.O

(Hhle,)

L=-2

/

/

(b) ~= 0.5

(c) G=l.o
Fm. 4.1l.—~k(&)for nonidesd har-

monic transformers. Xifn = -15°,
XiH = 76”, L k 2, Ek” as indicated.

H~ by a symmetrical correction 6Hk,
one would thus choose Ek < —0.5 or
E~ > 1.5; to raise the Hk curves in the
center one would use a positive L

(link to the left) in the first case and
a negative L in the second, whereas
to depress the curve in the center
these orientations of the link would
be reversed. To lift or depress the
Hk-curves for small 0,, with little
change for Oi near 1, E? = O is an
appropriate choice; to make a change
near Oi = 1 but not near f?~= O, one
should take Et = 0.75. With E:
ranging from 0.25 to 0.5 it is possible
to depress one side of the curve while
raising the other, and so on. These
observations of course apply only to
the particular harmonic transformer
here con side red; similar sketches
would need to be made as the basis for
a discussion of other cases.

The magnitude of 6Hk is directly
controlled by the choice of L. It will be
noted however, that when (2L/gz) 6Hk
is small, as for E; = 0.5, a particularly
small value of L may be required in
order to give ~Hka desired magnitude.
In general, it is relatively difficult to
depress one side of the curve Hk(oi)
while raising the other, and one may
find that an impractically small value
of L is required to produce a desired
effect. On the other hand, if one de-
sires merely to reduce bHkbelow some
established tolerance one can with
advantage make E: = 0.5, since con-
veniently small values of L are then
accept able.

The magnitude of C?Hkin typical
cases is illustrated by Fig. 4.11, in
which ~Hkis given for three values of
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Ep(O.0, 0.5, and 1.0) with L = f 2. The difference between the exact
calculations on which these graphs are based and approximate calcula-
tions using the results of Fig. 4“10 would not be evident to the eye. It
is to be emphasized, however, that final calculations should be made using
the exact formulas in all cases in which c approaches 45° (a value which, for
mechanical reasons, ought never to be much exceeded).

4.8. A Method for the Design of Nonideal Harmonic Transformers.—
The experienced designer of nonideal harmonic transformers will find it
possible to guess satisfactorily the required values of Et and L, guided
only by visual comparison of the Hk-curves with the desired form of H;,

and perhaps a few exploratory computations. On the other hand, a
simple and straightforward design procedure can be based on the results of
the preceding section. To illustrate this, we return to the problem (Sec.
4.4) of using a harmonic transformer to mechanize the relation X2 = tan z1,
for OO< z, <50°. Here, however, we shall add the requirement that the
angular travel of the transformer shall be twice as great as that previously
Used: AXi = 80°.

Despite the imposition of this additional condition, it remains true
that it is best to mechanize xl as a linear displacement, w as an angular
displacement: the best fit for Table 4’1 is to be found in Table A“2, rather
than in Table A“ 1. Since Table A. 1 is to be used in the determination of
Es and L it is convenient to retabulate the relation of the homogeneous
variables h, and h, for equally spaced values of the variable h,, which is to
be identified with Oi. The result is shown in the first two columns of
Table 43. The best fit for the relation thus expressed is to be found in
Table A-l, for Xi~ = – 5°, XW = 750—the same values, of course, for
which one finds in Table A“2 the best fit to Table 4“1. The fit could be
improved somewhat by interpolation in the tables, the best value of Xa~
lying between – 10° and – 5°. We shall not bother with this interpola-

TARLE4.3.—COMPUTATIONSIN DESIGNINGA HARMONICTRANSFORMER

h, = e, h, Hk h, – Hk f, fz (W,).,vwx. (~),mox. (f)e-t

0.0 0,00000.0000 0.0000 0.000o 0.0000 0.000o 0.000o 0.0000
0.1 0.13590.1325 0.0034 0.1378 –0.2701 0.0048 0.0014 0.0018
0.2 0.26830.2640 0.0043 0.2225 –O .4858 0.0051 0.0008 0.0010
0.3 0.3934 0.3919 0.0015 0.2565 –O .6433 0.0015 0.0000 0,0000
0.4 0.5097 0.5139 –O .0042 0.2465 –o .7387 –o .0049 –0.0007 –0.0012
0.5 0.6158 0.6274 –0.0116 0.2027 –O .7708 –0.0127 –0.0011 –0.0018
0.6 0.7115 0.7304 –0.0189 0.1396 –O .7387 –0.0197 –O .0008 –0.0018
0.7 0.79670.8207 –O .0240 0.0724 –0.6433 –O .0240 0.0000 –0.0010
0.8 0.87260.8967 –0.0241 0.0173 –O .4858 –O .0233 0.0008 –0.0002
0.9 0.9401~0.9569–0:0168 –0.0110 –0.2701 –0.0158 0,0010 0.0002
1.0 1.00001.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.000o
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tion, but shall choose Xi- = – 5“, Xi~ = 75°, and throw the entire bur-
den of correcting our design on the choice of E~ and L. The values of H,
read from Table A“ 1 are shown in Column 3 of Table 4.3. The desired
value of 6H~ is then h, — Hk, shown in Column 4 of this table.

As the next step, j,(ei) and j,(13J are computed (COIU~S 5 and 6).
By Eq. (38) we can express ~Hk in terms of these functions:

c$Hk= aj,(&) + tJ.f2(&), (45)
where

~=ti
2L

(46)

and

b – g?. (47)

Our problem is then to make a liiear combination of Columns 5 and 6 that
will approximate Column 4 as well as possible. It is a simple matter to
find the best fit in the sense of least rms error, but an even simpler method
will suffice: we shall fit 6Hk to h, — H~ exactly at two chosen points. In

applying such a method some discretion is necessary as a poor choice of
these points may lead to a bad over-all fit. We choose to make the fit
exact at @i = 0.3 and at fl = 0.7, assuring a proper height for the principal
maximum in 6Hk and a change in sign near the correct value of Oi. The
error in the mechanization will then vanish for four nearly equally spaced
values of Oi:0.0, 0.3, 0.7, 1.0. We require then

0.2565cJ – 0.6433b = 0.0015,
0.0724a – 0.6433b = – 0.0240.

Hence
a = 0.1385, b = 0.0529.

By Eqs. (46) and (47),

E? = ; = 0.382,

}
(48)

(49)

(50)

The corresponding values of 6Hk (as computed by this approximate
method) appear in Column 7 of Table 4.3, and values of

the residual error in the mechanization, in Column 8. The maximum
error in the mathematical design thus appears to be about 0.1 per cent of
the total travel. The maximum value of sin c for thk design is

(sin f)mu =
g(l – 0.382) _ 0243

1.788 – “ ‘
(51)



SEC.4.9] TWO IDEAL HARMONIC TRANSFORMERS IN SERIES 77

a sufficiently small value to assure good accuracy of the approximate
formulas employed. Exact calculation of the total design error in the
mechanization (last column of Table 4“3) shows that it nowhere exceeds
0.2 per cent, a highly satisfactory result. The device itself is sketched in
Fig. 4.12.

If excessively large values of c occur in a design thus determined, the
exact values of 6H~ will not be in satisfactory agreement with h, – Hk.
A further correction in 6H.t is then necessary. This maybe added to the
otiginal values of h, — H~, and the process of determining E: and L car,
ried through as before. The quantities 6Hk, computed with the resulting
constants by the exact formula, should now show better agreement with
the desired values (the original h, – Hk). Repetition of this process will
usually lead to a satisfactory design, except when excessively large values

H/’ii

+~ —--H--+- _+L

Fm. 4.12.—Hmmonic transformer mechanizing Z, = tan z,, 0° < z, <50”.

of 6are called for. In such cases another choice of X;~ and X~~ may help,
or another type of linkage may be required.

HARMONIC TRANSFORMERS IN SERIES

49. TWO Ideal Harmonic Transformers in Series.-With a single
harmonic transformer one can mechanize only a relatively narrow field of
functions. These devices have also a mechanical disadvantage in that
one terminal rotates or is rotated by a shaft, while the other pushes or is
pushed by a slide; usually one desires that all cells in a computer have
terminal motions of the same type.

As a fust step in the extension of the field of mechanical functions we
consider the combination of two ideal harmonic transformers into an
“ideal double harmonic transformer, ” as shown in Fig. 4”13. This
mechanical cell has satisfactory mechanical properties, with both ter-
minals moving in straight lines. The field of functions that it can gener-
ate can be described by three independent parameters—for instance, by



78 HARMONIC TRANSFORMER LINKAGES [SEC.49

AXi, Xi~, Xj~, where AXi is the range of angular motion common to both
arms of the rotating member, and Xi- and Xi~ are the minimum values
for the angular parameters Xi and Xj, which describe the orientation of
the two arms. Although a considerable variety in form of the generated
function is obtainable by proper choice of these parameters, the ideal
double harmonic transformer is best suited to the mechanization of
monotonic functions with a mild change in curvature (as in Fig. 4.14)
and functions of roughly sinusoidal character (as in Fig. 4.16).

FIQ. 4.13.—Ideal double harmonic transformer.

Mechanically, the action of the double harmonic transformer may be
thus described: The input parameter Xl is transformed into a rotary out-
put parameter X3 by the first harmonic transformer; this rotation is
imparted to a second harmonic transformer, for which it serves as a
rotary input parameter, Xl; Xi is transformed by the second harmonic
transformer into the final output parameter X2.
of the corresponding homogeneous variables,

OS= (@@J . H,,

04 = (e4p3) . 1%= e3,

Hz = (H2104) “ 04,

or, combining these relations,

“Symbolically, in terms

(52)
(53)
(54)

H, = (~,lt94) “ (L%IL%)“ (631H1) “HI = (H2]83) “ (031H1) “ H,. (55)
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(H2IHJ

(f331HI)

79

Fm. 4.14.-Graphical construction of the function generated by a double harmonic trans-
former (Fig. 4.13),

0.0 0.5
HI ‘i’

~:,>>~ ~
,4

7

.

\ \

Hz
o 0.5 1.0

Fm. 4.15.—Ideaf double harmonic transformer.

L
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From this symbolic equation it is evident that one can find the operator
for a double harmonic transformer,

(56)

by the graphical multiplication of operators for the component harmonic
transformers, as explained in Chap. 3. The operator (031H1) may be
obtained from Table A.2, the operator (Hz{ OJ from Table A“ 1; they must
of course correspond to the same value of AX2.

As an example we take a double harmonic transformer (Fig. 4.13) for
which —75° s X3 s 15”; —25° ~ X4 ~ 65°; AX, = AXe = 90°.
We find in Tables Al and A.2 the following relations:

H,
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

e,
O.0000
0.1942
0.3207
0.4249
0.5175
0.6033
0,6649
0.7641
0.8422
0.9204
1.0000

e,
0.0
0.1
0.2
0.3
0.4
0.5
0,6
0,7
0.8
0.9
1.0

M,
0.0000
0.1106
0.2263
0.3443
0.4616
0.5754
0.6828
0.7813
0.8684
0.9419
1.0000

Figure 4.14 shows graphs of these two operators, and the geometric con-
struction required for their multiplication as required by Eq. (56). The
graphical representation of the product (HZIHJ is an almost circular arc,
quite different from the functions mechanizable by a single harmonic
transformer.

Another typical example of two harmonic transformers in series is
shown in Fig. 4.15. The travels are AXS = AX4 = 90°, with

The operator (oSIH,) is the one used in the preceding example, and the
operator (H~\@J will be found in Table A“ 1. These operators are plotted
and their graphical multiplication indicated in Fig. 4.16. The resulting
operator is represented by a deformed sinusoid with its maximum dis-
placed to the left.

4.10. Mechanization of a Given Function by an Ideal Double Har-
monic Tranaformer.-As the first step in mechanizing a functional rela-
tion by an ideal double harmonic transformer, it should, as usual, be
expressed in homogeneous variables:

h, = (h2[h1) “ h,, (57)

with hl the input variable, hz the output variable. One then desires to
find ideal-harmonic-transformer operators (Hzld,) and (L9,[H,) which
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correspond to the same value of AX1 and which make

(H,IHJ = (H,]e,) . (e3[H,) (56)

approximate as well as possible to the given operator (h21hJ. It is
necessary for mechanical reasons, which apply whenever the slide
terminal of a harmonic transformer is used as the input, that (@,~HJ not

,

Fm. 4.16.+rapbical construction of the function generated hy a double harmonic tran%
former (Fig. 4.15).

involve an itinity in ~; we need consider only those cases for which
dH I

Table AZ is constructed, with – 90°< X~_, X,~ <90°.
Solution of this problem falls into two steps:

1. A preliminary solution of the problem, by which an appropriate
value of AXi is fixed upon and a preliminary choice of X3. and
X4- is made.

2. Improvement of the choice of Xon and X,n by a process of succes-
sive approximations.

I L,
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To gain a preliminary estimate of an appropriate value of AXi one
may fit the given curve very roughly by a section of sinusoid (by reference
to Tables A. 1 and A“2, or even by a visual estimate); the angular range of
this section of sinusoid will be approximately the desired value of AXC
The roughness of the approximation will be evident from inspecticm of
Figs. 4.14 and 4“16, in both of which the curves correspond to AXi = 90°.
However, the nature of the calculations required in computing double
harmonic-transformer functions is such that it is desirable to begin an
attempt to fit a given function by fixing on a value AXi, even when the
choice must be made quite arbitrarily. By adjusting the parameters
Xa~ and X4- one can then, in principle, obtain the best fit of the mechan-
ized function to the given function consistent with the chosen AXi; by
repeating this for a series of values of AXi one could at length determine
the best value of this parameter and the best possible fit to the given
function. In practice, it is not necessary to find the best fit carefully for
each AXi. In the preliminary calculations it is sufficient to use a simple
and easily applied method of fit in choosing X3- and Xtm, to establish an
equally simple criterion for the accuracy of the over-all fit thus obtained,
and to choose the best AXi in the sense of this criterion. When a value
of AXi has been established in this way, it then becomes worth while to
use more careful methods, described in Sec. 4“13, in the further adjust-
ment of Xa~ and Xd~.

We shall consider separately the quite different methods of getting a
preliminary fit to monotonic functions (Sec. 4.11) and to functions with
maxima and minima (Sec. 4.12).

4.11. Preliiary Fit to a Monotonic Function.-A monotonic func-
tion will in general be fitted by a monotonic function; the range of Xt will
not include either +90° or – 90°. In this case one has automatically a
fit of the generated function to the given function at both ends of the range
of variables. In addition, for any given AX{ the values of X3- and X,n
can be so chosen that the generated function will (1) agree with the given
function at any chosen pair of interior points, or (2) have the same slopes
as the given function at the two ends of the range of the input variable,
or (3) have the same ratios between the slopes at any three points in the
range of the input variables. The first of these methods of fitting would
in many cases be the most satisfactory; however, it is the most difficult to
apply and will not be considered further. The second method has som~
what wider utility than the third and will be made the basis of our further
discussion.

When X* and X4- are so chosen that the generated function not only
fits the given function at the end points but has the same slope as well, a
satisfactory fit is assured throughout a more or less broad region near
both ends of the range of variables. The fit will then be good everywhere
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if the given function is well adapted to mechanization by an ideal har-
monic transformer with the chosen value of AXi. If the chosen value of
ni is not appropriate, the central portion of the generated function,
having been subject to no control during this simplified fitting process,
may show marked differences from the given function. As an indication

of the over-all accuracy of fit attained in thk process, and of the appro-
priateness of the chosen value of AXi, it is natural to take the difference
between the generated and the given functions at the midpoint of the
curve, HI = i; AX; should then be so chosen as to minimize this difference.

The following steps can thus be used in obtaining a preliminary fit to a
monotonic function:

1.
2.

3.

4.

5.

6.

It

Chooses value of AXiJ arbitrarily if there is no guide.
Choose XS?IIand X~ (by a method to be described below) such that
the slope of the generated function has the proper values for
H~=Oand Hl=l.
With these values of the parameters, find the value of Hz when
H, = i. (fh can be read from Table A2, since AXs and Xs~ are
known; using this value of &to enter the column of Table Al that
corresponds to the known values of AXa and X4., interpolate to
find the required value of Ht.)

The difference d between this and the desired value of HZ is taken
as a measure of the over-all error in the fit.
Repeat the preceding steps for several other values of AX;, until
the trend of d as a function of AXi is established.
Choose as the value of AX{ to be used in further calculations the
one which minimizes Idl.

remains to describe a quick and easy methmd for finding those
values of X3~ and XA~ for which the generated function has specified
terminaJ slopes:

For mechanical reasons the input transformer must be such that

08=04=0

(58)

(59)



84 HARMONIC TRANSFORMER LINKAGES [SEC.4-11

‘“”’b’l.i+tf

+0.2K—44+

_z -04
!!@

f

-0.6
t

-0.8

--95
- . .

--
—

— -.

-1.01 I I I I I I I I I 1
406060708090 100 110 120 130 140

Fm. 4.17.—Logarithm of the initial slope,
()

dH
J of ideal-harmonic-tranaformw

z *-O

functions, plotted against angular travel for a series of values of Xi~. Dashed lines in~-
cate that the initial dope is negative.



Sm. 4.11] PRELIMINARY FIT TO A MONOTONIC FUNCTION 85

+0.4

+0.2

40 50 60 70 so 90 100 110 J

1 1 1 I

1
120 130 MO

( ).dH
FIG. 4.18.—Logarithm of the final slope, ~ ~ ,J of ideal-harmonic-transformer

functions, plotted against angular travel for a series of values of X{~, Dashed lines indi-
cate that the final dope is negative.
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when HI = O,

and
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and I% = (l, = 1 when H, = 1. Thus

(-)dHZ

()

deg g,~
i%= $Ho= dH1

,=

(-)dth e-o

(60)

(61)

In other words, each terminal slope of the graph of the doubleharmonic-
transformer operator (Hz IHI) is equal to the corresponding terminal
slope for the output operator (Hz 10s)divided by that for the input operator
(HI]190). Our problem is thus, in effect, to pick out of the part of Table
A-l that corresponds to a given value of AXi two columns such that the
ratio of their initial slopes is SOand the ratio of their final slopes is S1.

Consider now Fig. 4“17, which shows the vatiation with AXi of the
quantity

( )-10!310“$~o ( COSXim )= log’o (sin X,)- – (sin XJ& ‘
(62)

for a series of values of Xin. On this chart the distance along the vertical
line AX = AXi from the curve Xi. = X3. to the curve Xi. = X,.
(counted as positive upward, negative downward) is

()dHZ

()

dH,
loglo so = 10!410 ~ ~j=o– 1%10 —

dds .9,-o’
(63)

()dH8
the logarithm of the initial slope —

dHl a,-o
for an ideal double harmonic

transformer characterized by the parameters AXi, Xi~, X4*. Con-
versely, if we draw a line of length loglo So on a strip of paper and move
this, always in a vertical position, over Fig. 4.17, its ends will continually
indicate the parameters AXi, X3~, and Xd~ for an ideal double harmonic

()dHZ
transformer with initial slope —

dHl H,==il

equal to the chosen value of SO.

Fig. 4.18 presents in a similar manner values of

10glot:)o.l=lOglO[(sinx):::Linx)til” ’64)
It is obvious that if we draw a line of length loglo S, on a strip of paper
and move it, always in a vertical position, over Fig. 4.18, its ends will



Sm. 4.11] PRELZMINAR Y FIT TO A JUONOTONZC FUNCTION 87

continually indicate the parameters AXij X~, and X4-for an ideal double

()dH,
harmonic transformer with terminal slope -—

dHl xl-,
equal to the chosen

value of S1.
In order to determine the parameters of an ideal double harmonic

transformer for which the initial and terminal slopes have values SO and
S, respectively, one may proceed as follows. (Attention will be restricted
to cases in which SOand S1 are both positive; a case in which both slopes
are negative can be reduced to ttis case by replacing X1~ by Xk~ + 1800.)
At the edge of a strip of paper draw an arrow of length Ilog,o SOI(using
the scale at the left of Fig. 4-17) and place it on Fig. 4.17, directing it
upward if Ioglo SOis positive and downward if this is negative. Similarly
construct an arrow of length llogla Sll and place it on Fig. 4“18, directing
it upward or downward according as loglo S 1is positive or negative. If
these arrows are placed on vertical lines corresponding to the same
AX = AX,, with the heads of both arrows on curves comesponding to the
same X~ = Xk~ and the tails on curves corresponding to the same
X. = Xs~, then these values of AXij Xa~, and X4. give simultaneously
the desired initial and final slopes. Such positions for the arrows can be

found quickly, for any specified AXi, by placing the tails of the arrows
successively at several values of XS~, until a value is found for which the
heads of the arrows also lie at the same X4-.

Example: As our principal example of double-harmonic-transformer
design we shall take the problem of mechanizing the relation

zz = tan xl, (65)

previously considered, over the larger range 0° s z, s 70°,

0 S X, s 2.7475.

On introduction of homogeneous variables

hl = &,
‘2 = 2.7275’

(66)

this relation becomes
2.7475hZ = tan (h, o70°) (67)

This is tabulated for uniformly spaced values of h, in Table 4.4. The
slope of the curve in homogeneous variables is

dh,
— = 0.4447 secz xl,
dh,

(68)

and the terminal slopes are 0.445 and 3.802.
For a preliminary fit we try AXt = 90°. We place on the correspond-

ing line in Fig. 4.17 an arrow of length Iloglo 0.4451, and on that line in
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TABLE 4.4,—z, = TANz,, O = z, s 70°, IN HOMOGENEOUSVAEUABLES
h, h,

0.0 0.0000
0.1 0.0447
0.2 0.0907
0.3 0.1397
0.4 0.1935
0.5 0.2549
0.6 0.3277
0.7 0.4187
0.8 0.5396
0.9 0.7143
1.0 1.0000

Fig. 4.18 an arrow of length log,, 3.802. We note that if Xa~ = 10°, cor-
rect initial slope requires X4~ = – 58° (Fig. 4.17), and correct final slope
requires X4~ = – 52° (Fig. 4.18); if Xi- = – 15°, correct initial slope
requires X4m = – 62°, correct final slope requires Xd~ = – 75°. Inter-
polating to zero difference of the values of X4~, we have a set of constants
assuring correct terminal slopes:

AXi = 90°, X,m = – 12°, x4m = – 59°.

Assuming these constants, we now compute Hz for H, = +. First
we center attention on the input harmonic transformer and determine
tJ8= 19q:in Table A.2, AXi = 90°, we interpolate between columns for
Xin = –15° and Xi. = –lOO; for H = +, Xi. = –12° we find

6, = 0.385 z L93= 04.

Turning attention to the second transformer, we can now determine Hz:

interpolating between columns of Table A“ 1 for AX~ = 90°, Xi~ = —60°
and Xi. = —55°, we find that H = 0.325 when Xi. = —59° and
Oi = 0.385. The desired value of H,, read from Table 4.4, is 0.255; the
curve thus fitted lies too high in the center by d = 0.070.

Next we try AX~ = 70°. Moving the arrows to the corresponding
lines of Figs. 4.17 and 4.18, we find that correct terminal slopes are
obtained by using

AX~ = 70°, X3~ = 8°, Xi. = – 56°.

TWth these constants, if H, = +, then es = 0.371, Hz = 0.308, d = 0.053.
Trial of still smaller values of AXi shows that d can be decreased only

slightly below this value; an exact fit of terminal slopes will always lead to
a generated curve too high in the middle. The “best” value of AXi, in
this sense, is a little smaller than is mechanically desirable, and not much
can be gained by adopting precisely this value instead of a larger and more
convenient one. In the further discussion of this problem we shall
therefore fix AXi = 90°.
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4.12. Prelhinary Fit to a Nonmonotonic Function.-Nonmonotonic
functions that can be generated by an ideal double harmonic transformer
possess only a single maximum or minimum. Expressed in homogeneous
variables, they fall into four types illustrated in Fig. 4“19:

(a) Hz = O when H, = O.
(b) H, = O when HI = 1.
(c) H, = 1 when HI = O.
(d) H, = 1 when Hl = 1.

As with monotonic functions, it is possible to find, for any given AXi,
values of Xam and X4. that make the terminal slopes of the generated
function equal to those of a given nonmonotonic function. However, a
fit of the value of the generated function to that of the given function is
assured at only one end of the range of H 1: for HI = O with types (a) and

mm
‘2U “L(LJ

HI Hl

FIO.4.19.—Types of functions mechanizable by an ideal double harmonic transformer.

(c), and for HI = 1 with types (b) and (d). Agreement of the slopes at
the other end of the range of H, thus does not assure tangency of the
given and the generated functions, and the fit may be very unsatisfactory.
For this reason it is not advisable to make a preliminary fit to a given
nonmonotonic function by the method of Sec. 4“11. It is usually best to
choose a value of Xf~ such that a fit in the value of the function is secured
at the end where this is not otherwise assured, and then make the maxi-
mum or minimum in H* occur for the proper value of H 1; as an indication
of the accuracy of the over-all fit one can take the difference between the
given and generated functions at a chosen point between the maximum
or minimum and the more remote end of the range of H1.

The procedure for securing a preliminary fit to a nonmonotonic func-
tion is then as follows:

1. Choose a value of AXi, arbitrarily if necessary.
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2.

3.

4.

5.

6.

7.

8.

HARMONIC TRANSFORMER LINKAGES [SEC.4.12

Referring to Table A-l, choose X,~ such that Hz has the d-ired
value when il~ = HI = 1, for types (a) or (c), or when % = HI = O}

for types (b) or (d).
From the same column of Table A-l read the value of& for which
HZ = 1 [types (a) or (b)] or the value of OSfor which HZ = O [types
(c) or (d)].
From the given function, determine the value of H, for which
Ha = 1 [types (a) or (b)] or the value of H1 for which Hz = O[types
(c) or (d)]
By reference to Table A-l or A-2, for the same AXil find the value of
Xa~ for which the value of L%determined in Step (3) corresponds to
the value of H, determined in Step (4).
For these valuea of AXi, Xa~, and X4-, determine the difference d
between the generated function and the given function at the
chosen test value of HI.

Repeat the preceding steps for several other values of AX{, until the
trend of d as a function of AXi is established.
Choose as the value of AXi for use in further calculations that which
minimizes Idl.

Example: As an example, we take the problem of making a preliminary
fit to the curve (Hz]H1) of Fig. 4“10-a case in which we happen to know
that an exact fit can be obtained. The curve is of a borderline type,
belonging to types (a) and (b). For the purposes of the preliminary fitting
we desire

H%=O when HI = O,

H2=0 when HI = 1,
H,=l when HI = 0.38.

For test purposes, we shall compare the generated function with the given
function when Hl = 0.70 (desired value, Hz = 0.710).

First, choose AX~ = 70°. In Table Ac1 we find that Hz = O for both
0s = O and 03 = 1 if X,~ = 55°; from the same column we see that
f+t = 1 for 133= 0.5. The desired X% must then make 63 = 0.5 cor-
respond to HI = 0.38. From Table A-l it is evident that

–75° < Xh < –70”;

interpolating, we obtain Xs~ = —72°.
To test the over-all fit given by AX, = 0.70,X% = –72°, X% = 55°,

we compute Hz for HI = 0.70. Interpolating in Table A*2 (since HI has a
value appearing there) between columns corresponding to X* = —70°
and X3n = – 75°, we find 93 = 0.771. Returning to Table A-l,

X,m = 55°,

1 I
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we obtain by linear interpolation Ht = 0.692 for OS= 0.771. Linear
interpolation, however, is here obviously inadequate; quadratic interpola-
tionyields Hz = 0.700, d = –0.010.

Repeating the process with AX~ = 90° we fid that little interpolation
is necessary. To make HZ = O for 83 = O and for 19S= 1 requires
Xk = 45°; the maximum comes for 03 = 0.5, HI = 0.38; hence

X3. = – 75°.

Computing HZ for Hl = 0.7, we obtain essentially the graphically deter-
mined value, 0.710, and d = O.

Although AX{ = 90° is the best value, it is evident that the fit is not
very sensitive to the choice of AXi.

4.13. Improvement of the Fit by a Method of Successive Approxima-
tiorM.-A satisfactory fit of the generated to the given function is not
assured by the simple and rather arbitrary methods just described; these
should be depended upon only in choosing a value of AXi. The final
adjustment of Xs~ and X1~, to obtain the best over-all fit possible with
the chosen AX;, is most satisfactorily accomplished by a graphical method
of successive approximations which gives a complete view of the fit at
each stage of the process. Convergence of the successive approximations
on the final result can be speeded up by exercise of the superior judgment
of an experienced designer, but a satisfactory result is assured even for a
beginner.

The problem to be solved is that of finding ideal harmonic trans-
former operators (Hz Ith) and (@tlHi), both corresponding to the chosen
AXij which make the approximate relation

(H,[8,) . (e,] H,) = (H,IH,) = (hzlh,) (69)

as nearly exact as possible over the entire range of variables. This will
be done by alternately improving the choice of the two harmonic-trans-
former operators—that is, the choice of the parameters X1~ and Xs~,
respectively.

Let the harmonic-transformer operators chosen after S stages in the
approximation be (Hzl 63)8 and (OSIH1)s.
Then

(H21L%)s “ (@31HJs = (h,lh,). (70)

Let it be desired to replace (Hzl 03).9by an operator (HZl&).+1, which
will make the approximation of Eq. (70) more exact. Let the operator
Z, be defined by

(h,lh,) “ (H,[fh)s = 2s. (71)
Then

Z.s = (H2]@3)s, (72)
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as may be shown by multiplying Eq. (70) from the tight by the operator
(H, I0,)s. If this approximation were exact, Eq. (70) would necessarily
be exact; if tlus approximation is improved, that of Eq. (70) will be
improved. Now Z, can be computed with su5cient accuracy by graphi-
cal methods. If it is possible to find an ideal-harmonic-transformer
operator (Hzl (?a)~+1which gives a better fit to Z~ than does (H2103)s, then
this is the desired improved operator; the approximation in the relation

(H,io,)s+, (O,pl)s = (1+,) (73)

is better than that in Eq. (70).
Next one will wish to replace (osIHI)S by an improved operator

(0,117,)~+1. Let the operator Y~+l be defined by

(h,lh,) . Ys+, = (H2183)s+,. (74)
By Eq. (73)

(H,\&)s = Y.+,. (75)

An improved operator (HI I63)8+1would make this approximation more
exact; one can therefore determine it by computing Y~+l by graphical
means and finding the ideal harmonic transformer function that best
fits this function. The approximation in writing

(H2103)S+I “ (03] HJS+I = (h,ph) (76)

is then even better than that in Eq. (73).
It is now possible to make a further improvement in (H2183), comput-

ing ,z~+l by Eq. (71) and fitting (Hzle3)~+Z to this as exactly as possible.

The operator (OSIH1)can then be improved again, and the process repeated
until the improvement obtained does not repay the effort expended. It is
of course possible that a satisfactory fit can not be given by any ideal
double harmonic transformer; it will then be necessary to make use of
methods to be described later in this chapter.

Example: We return to the Example of Sec. 4“11, the mechanization
of the tangent function from 0° to 70°. We there fixed on the value
AXi = 90° and found approximate values of Xa~ and Xl~. Rounding
off these values to those appearing in Table A“ 1, we might take

(H,lO,) ~ X,. = –60° (77)
(O,IH,) x X,~ = –5°. (78)

These values, especially the second, are good. In order to provide a
better illustration of the method of successive approximations we shall
deliberately select a poorer value, Xs~ = – 15°, with which to start the
computations.

Figure 4.20 shows a graph of the given function (h21hJ, points on
the graph of (Hll Q 1= – 15° s Xa S 75°, as read from Table Al, and

I
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the construction needed to determine corresponding points on the graph
of Zl, which has been drawn in as a continuous curve. A good over-all

I
fit to Z, can not be found in Table Al (Axi = 90° !), but a reasonable
fit at the lower end is obtained by taking Xd~ = – 70°, as shown in
the same figure. Therefore, as the basis for the next step in the com-
putation we make (H210s)2 correspond to Xd~ = – 70°.

I I I
I I I11A I I I I I I

M
Fm. 4.20.—Mechanization of z! = tan m. First step in the method of successive

approximations: construction of the operator Z, and approximate fitting of this by
(H,)d,) , * AX, = 90”, Xim = –70°.

Next, Fig. 4.21 shows the construction used in determining Y,. (In
●

practice this would be carried out on the same graph as the construction
for Z,, but for the sake of clarity a new figure is used here.) The
operator (HI I03)2 can be made to fit this fairly well by taking x% = – 5°.

Repetition of this process will lead to little further improvement.
It can be seen in Fig. 4“23 that Z~ is perhaps best fitted by the value of
X,-, – 70°, arrived at in Fig. 4“20. It would be of little value to reduce
the error further by interpolation in the tables; the solution would in
any case apply only to an ideal double harmonic transformer, which
could be realized only by using undesirably complex mechanisms or

—.— ——— -.—.
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Fm. 4.21.—Mechanization of 22 = tan z,, Second step in method of successive
~pprO~mations: construction of the operator Yz and approximate fitting of this by

(H,IOJZw AX, = 90°, X,~ = –5”.
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FIG. 4.2!2.-Ideaf double harmonic transformer approximately mechanking Z* - tanz,.
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nomdeal double harmonic transformers with very long links. It is
better to design the transformer as nonideal, further reducing the error
by adjustment of link lengths and slide positions, as explained in Sec. 4“13.

Figure 4.22 shows the ideal double harmonic transformer correspond-
ing to the present stage of solution of the problem. The cell has been
normalized by making

R,[(sin X,)- – (sin X,)ti.] = IilJ(sin X~)~.. – (sin X&,]. (79)

4.14. Nonideal Double Harmonic Transformers.-The field of
mechanizable functions is very substantially extended if nonideal har-
monic transformers are coupled instead of ideal ones. (A typical non-
ideal double harmonic transformer is shown in Fig. 4.26.) Instead of
three independent parameters, there are seven to be adjusted: AXS = AX4,
Xa~, X,~, LI, LZ E?. and E?. Here, as before, the lengths L1 and Lz
of the links are to be measured in terms of the horizontal travels AX1
and AX2, respectively. E? is the reading on the H~-scale where it is
intercepted by the center line of the X{ slide, and E: is the reading on
the H#scale where this is intercepted by the center line of the Xi slide.
The Peaucellier inversor shown in Fig. 2.4 is a special case of the non-
ideal double harmonic transformer, with X3~ = X4*, L = L, and
E? = E? = O; it is thus evident that such devices can serve for the
mechanization of functions that are not even roughly of sinusoidal form.

To determine the function generated by a given nonideal double
harmonic transformer one can apply the method described in Sec. 4.8,
obtaining the operator (HZIH1) as the product of operators (Hzl oS) and
(t9*]H~),which describe the component nonideal harmonic transformers.

In the converse problem of mechanizing a given function by a non-
ideal double harmonic transformer it is not feasible to vary all seven ofI

) the available parameters simultaneously. One should begin as though
( the double harmonic transformer were to be ideal, carrying out an

approximate fit (Sees. 4“11 and 4“12) to determine a value of AX{, which
I is held constant thereafter, and then improving the choices of Xn~ and

X4. (Sec. 4.13) until this ceases to be profitable. At this point it becomes
necessary to begin the adjustment of LI, Lz, E?, E;. Since the device

t may be regarded as two- nonideal harmonic transformers in series, the
problem to be solved is still formally the same as that considered in
Sec. 4“13-that of making the approximation in

(H,\ O,) “ (0,111,) = (H,IH,) = (h,lh,) (69)

as nearly exact ae possibleand the method of solution by successive
approximations is the same. Here, however, each of the component

)
transformed is characterized not by one, but by three constants, (X8.,
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~~, LJ or (X,~, E~, L2), which must be chosen at each stage of the process
—for instance, by the methods of Sees. 44 and 4.8.

Example: We continue the example of Sec. 4.13, that of mechanizing
the tangent function from 0° to 70°. Figure 4.23 shows the construction
of Zn, to fit which we shall now adjust the three constants characterizing
(Hnl th): X4~, E:, and Lg. As already noted, the best fit obtainable with

1 )/ 1 1 1 1

(H2Ie3)3(-70”+20°; E*=O.5,L =-2)

( (H2Ie3)2(-70”- 20”)

I I 1
FIG.4.23.—Mechanization of zz = tan z,. Third step in method of successive approxi-

mations: construction of the operator Z~ and approximate fitting of this by

(H*[6%),-JAXi = 90”, X;m = –70”, ( . . . ),

and by (HzIOJZ* AXi = 90”, X;- = —7o”, E* = 0.5, L = —!2(crosses).

an ideal-harmonic-transformer operator is given by X~ = —70°,
X4- = 20°; the residual error then changes sign twice, tending to be
large near the ends of the range of variables. Now the limits of X, here
are roughly the same as those of the example of Sec. 4.8 (– 15”, 75°)
except for a change in sign, and the geometrical situations differ only as
mirror images if one replaces a link to the left by a link to the right, and
vice versa. Correspondingly, one easily sees, the structural error func-
tions 6Hk applicable here differ from those of Fig. 4.10 in replacement of
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ei by 1 – 6,, that is, reflection of the curves in a vertical line. Thus it
is evident that it is not possible, by any choice of EZ and Lz, to obtain a
structural-error function that changes sign twice, such as is needed to
give a good fit to 22 over the whole range of variables. We shall there-
fore concentrate our attention on improving the fit for low values of 6,
raising the curve in this region, and attempting only to keep the change
small elsewhere. Inspection of Fig. 4.10 then shows (the differences of

V i
/-7,5”+i2.5”) \

1}
1 I

{

1b /

(HI 103)3(-7.5”+81.5”;
E*=O.2L=+ 2) () /

(H*Ie3)3(-70s+ 20”;
E~0.5, L=-2)

/.

Fm. 4.24.—Mechanization of %x= tan m. Fourth step in the method of successive
apprOfimatiOns: cOnstructiOnof the Omratir Yt, and approximate fitting of this by an
ideal-harmonic-transformer function with AX; = 90”, X;n = – 7.5” (circles) and by
(H@)~ - AXi = 90”, Xirn = –7.5”, E* = 0.2. L = 2 (crosses).

the present from the former case being borne in mind) that Et = ~ is
an appropriate value, and that L should be negative, the link to the right.
Rough consideration of the magnitudes involved leads to choice of
L = – 2, The resulting fit, as shown in Fig. 4.23, is quite satisfactory
for low values of O.

The process of successive approximations is continued in Fig. 4.24
with the graphical construction of Ys. We have now to fit (Hll OJ3 to
this by choosing X~., E?, L,. Inspection of Table A. 1 shows that with
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Xj~ = – 5° one has a bad fit at the left, and with X3~ = – 10° the curve
is much too low in the middle. In such a case it is desirable to inter-
polate. We choose Xs~ = – 7.5°. The values of the corresponding
function are found with sufficient accuracy for our graphical method by a
linear interpolation in Table A. 1; the resulting values are plotted in
Fig. 4.24 as a series of points in small circles. In further improving the
fit one will wish to raise the central part of the curve, to depress the

(

(b

(3

(>

(H, 163)~(-7,5”--82.5”, E*=0.2,L=+2)

f ‘()

/

\,
/ r

(i-f*Ie3)4(-~50-15;
E*=0,42,L =-0.8)

/

\ I .1 1 1 1

FIG. 4.25.—Mechanization of Z* = tan z,. Fifth step in the method of successive
wwofimations: construction of the operator Za, and approximate fitting of this by (Hzlfh)c
AXi = 90°, X;m = –75°, E* = 0.42,L = –0.S.

extreme upper end, and to leave the lower and unchanged. The values
of XS~ and Xi~ are sufficiently like those of Fig. 4.10 for this to be used
as a guide; it is again evident that no choice of constants can accomplish
everything that is desired. We choose therefore to allow a considerable
error at the lower end of the curve, leaving this to be corrected (as before)
by our choice of E; and Lz; we concentrate on improving the fit at the
upper end, and, secondarily, that in the central region. Inspection of
Fig. 4.10 leads to choice of EY = 0.2 and L = +2. Computation of the
structural-error function then leads to the corrected points of Fig. 4.24,
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indicated by crosses. It is evident that a value of E? nearer to zero
would have been preferable, as giving a depression of the curve over a
less extended region. However, it is hardly worth while at this stage
of the computation to make a more careful choice of constants, and we
accept the resulting function as (HI I0s)3.

The next stage of the calculation, the determination of (H21oS),, is
shown in Fig. 4.25. When 23 is constructed it is found that a better
fit can be obtained at the upper end by taking Xs~ = – 75° than by
taking Xtm = – 70°. The error functions shown in Fig. 4.10 then
apply exactly, with the substitution Oi~ 1 — Oi. Since preliminary
fits have been made in all parts of the range of Oi, it is now worth while
to make a careful adjustment of the constants E; and L2, as by the
methods of Sec. 4“8. With Et = 0.42, L2 = —0.8, one finds exactly
computed points that give an excellent fit except at the extreme upper
end of the curve. This is very satisfactory, as it is in this last region
that the fit is being controlled by choice of E? and L1.

The final graphical stage of the solution, the determination of (HIIQ,,
is not illustrated by a figure. It leads to the choice of X% = -7.5°,
E? = 0.2, L1 = +1.8, with an excellent over-all fit. This is as far as
the fit can be carried by these graphical methods; further refinements are
best obtained by the methods discussed in Chap. 7.

We have thus arrived at the following choice of constants:

x% = –7.5°, Xs~ = 82.5°, E? = 0.2, L, = 1,8, (80a)
X4. = – 75°, X,af = 15°, E: = 0.42, L, = –0.8. (80b)

Calculation of the resultant total structural error is illustrated in
Table 4.5, which consists of three sections. The first shows the calcula-
tion, by the method described in Sec. 4.6, of values of the homogeneous
input parameter H{ for a series of values of 08. The second shows the
calculation of values of the homogeneous output parameter H: for the
same series of values of 83. In the third section there are shown cor-
responding values of

xl = Hi “ 70°, (81)

the generated tangent function

zt~ = Hi tan 70°, (82)

the ideal tangent function X2 = tan xl, and the ideal generated homd
geneous variable h~. The error in the generated function, ~hz = H; – h2,
is found to be less than 0.8 per cent of the total variation of the output
variable.

The linkage corresponding to these constants is drawn in Fig. 4.26.
Reduction of the linkage to the normalized form shown here requires a
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TABLE4.5.—COMPUTATIOXOFmm TOTALSTRUCTURALERROR(T_JNRAGEOFFIG.4.26)

sin 61
H:

DH,
93 HI

– E;
fix 1 – Cosc, =L, x

= L, (1 – Cos61
(H: – E?)

—
(H2]e,)4 0.0 0.0000 0.7887 0.3396 0.0594 0.1069

0.1 0.1398 0.7986 0.3438 0.0610 0,1098
0.2 0,2791 0,7801 0.3358 0.0581 0.1046
0.3 0,4143 0,7337 0.3159 0.0512 0.002
0,4 0.5421 0.6605 0.2844 0,0413 0,0743
0.5 0.6586 0.5624 0.2421 0.0297 0.0535
0.6 0.7633 0.4418 0.1902 0.0183 0.0329

91 =0.7749 0.7 0.8513 0.3016 0.1298 0.0085 0.0153
0.8 0.9211 0.1453 0.0626 0.0020 0.0036

~ =0.4305 0.9 0.9711 –O .0233 0.01043 0.0000 0.0000
L, 1.0 1.0000 –0.2000 0.0861 0.0037 0.0067

e, H,
H:

– E:
sin S* 1 –Cosq

–—-–l—l—l—l-1
(H,]8J, 0.0 0.0000 –0.4200 –0.3178

0.1 0.0428 –O .2204 –O. 1667
0.2 0.1038 –0.0344 –0.0260
0.3 0.1819 0.1336 0.1011

9, =0.6052 0.4 0.2748 0.2793 0.2113
0.5 0.3804 0.3992 0.3020
0.6 0.4961 0.4904 0.3710

g, 0.7 0.6189 0.5505 0.4164

z,
= 0.7564 0.8 0.7459 0.5782 0.4374

0.9 0.8740 0.5726 0.4331
1.0 1.0000 0.5340 0.4040

0.0518
0.0140
0.0003
0.0051
0.0226
0.0467
0.0714
0.0908
0.1007
0.0986
0.0852

es ZI, degrees

0.0 0.00
0.1 11.10
0.2 21,53
0.3 31.09
0.4 39.63
0.5 47.08
0,6 53.63
0.7 59.10
0,8 63.62
0.9 67.24
1.0 70.00

x2g

O.0000
0.2061
0.4094
0.6187
0.8416
1.0653
1.3562
1.6592
1.9952
2.3615
2.7475

tan21

0,0000
0.1962
0.3945
0.6030
0,8282
1.0754
1.3579
1.6709
2.0163
2.3836
2.7475

DH,

0.0414
0.0112
0.0002
0.0041
0.0181
0.0374
0.0571
0.0726
0.0806
0.0789
0.0682

H,
+ DH, H,

– (DHJo

O.0000 0.0000
0.1427 0.1586
0,2768 0.3076
0,3996 0.4441
0.5095 0.5662
0.6052 0.6726
0.6893 0.7661
0.7597 0,8443
0.8178 0.9089
0.8642 0.9805
0.8998 1.0000I

I
H,

+ DH, H:
– (DH,)o

O.0000 0,0000
0.0730 0.0750
0.1450 0.1490
0.2192 0.2252
0.2981 0,3063
0.3844 0.3950
0.4804 0.4936
0.5877 0.6039
0.7067 0.7262
0,8365 0.8595
0.9732 1.0000

—
h,

O.0000
0.0714
0.1436
0.2195
0.3014
0.3914
0.4942
0.6081
0.7339
0.8675
1.0000

ah~

O.0000
0.0036
0.0054
0.0057
0.0049
0.0036

–0.0006
–0.0042
–0.0077
–0.0080

O.0000
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slightly different calculation from that in the case of ideal double har-
monic transformers (Eq. 79). Perhaps the simplest method is to choose
arbitrary values of RI and Rz, and to compute the corresponding travels
AX{ and AX; from the geometry of the linkage. Since these travels
are proportional to the R’s, and are to be equal in the normalized cell,
one has as the ratio of the normalized arm lengths

1–AX;
—

--r%--L
/“

.~

—- ——

(83)

I I L !--’/
-L. . . =

Fra. 4.26.—Nonideal double harmonic transformer generating, approximately, Z2 = tan ZI,
0< z, <70”. Values of the constants are given in Eq. (SO).

4.15. Alternative Method for Double-harmonic-transformer Design
The graphical method described in Sec. 4-14 has the advantage that it
permits readjustment of the constants X3* and XA~ at all stages of the
design process. The alternative method to be described in the present
section is useful when values of AX3, Xs_, and Xl~ can be considered as
fixed; it is essentially an extension of the method of Sec. 4.8, which per-
mits simultaneous adjustment of the constants Ll, L2, ET, E;, of the
two harmonic transformers.

Let us assume that a given relation

h* = (h,ph) “ h (84)

has been mechanized approximately by an ideal double harmonic trans-
former that generates the relation

H2 = (H21HI) . H1 (85)
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between its input and output parameters. This relation we cw express
parametrically in terms of the angle 63:

H, = H,(6,),
H, = H,(8,). }

(86)

lWthout changing the constants AX3, Xi-, X4* of this linkage, let the
ideal harmonic transformers be replaced by nonideal ones. The input
and output parameters will then be H; and H;, differing from HI and
H, by the structural-error functions 6H, and 6%:

H~(19S)= H,(oa) + ~H1(@,),
H;(6,) = H,(03) + 6H2(L93). }

(87)

The resulting nonideal double harmonic transformer will then generate
a relation

H; = (Hj]H;) “ H;. (88)

Our problem is to assign to the constants L,, Lz, E?, l??, values such that
Eq. (88) will approximate as closely as possible to the given relation,
Eq. (84), when H; takes over the role of H,, H; that of H,.

It was shown in Sec. 4“8 that when 13H1 and 8He are small one can
write

6H1 = @1(@3) + f#2(03), (89a)
6H, = cj3(03) + dj4(193), (89b)

where

(90)

The functions f,(e,) andj,(e,) can be computed using Eqs. (39) and (40),
with Hk replaced by HI(%); fi(th) and jl(OS) are also computed by Eqs.
(39) and (40), respectively, with H, replaced by HZ(19J.

Let it be desired to choose the constants a, b, C, d, in such a way that
the linkage generates the desired relation exactly for some fixed value of
03:

h,(es) = H,(@,) + af,(@ + b.fz(o,), (91a) I

h,(03) = Hz(@3) + c~3(L93)+ dj4(193). (91b)

Equation (84) specifies which values of hl and hz, must correspond to
each other, but there is nothing to prescribe which pair of values (h,, h2)
must correspond to any given value of 0,. We could, for instance, pick
this pair arbitrarily and still satisfy Eqs. (91) by properly choosing the
disposable constants. However, we do know that if Eqs. (91) are to
be accurate ~H, and ~Hz must be small; h,(OJ must be nearly equal to
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Hl(th), h,(OS) nearly equal to Hz(03). We therefore place on our choice
of the pair of values (hi, hz) only the condition that

h,(O,) = H,(h) + Ah,, (92)

where Ahl is small. The corresponding value of hz(Os)is easily computed.
Let

h, = hj”)(e,) when hl = H1(oJ. (93)
Then

(94)

to terms of the first order in the small quantity Ahl. Combining Eqs.
(91,) (92), and (94), we find that the conditions to be satisfied are

afl(h) + bj.d%) = Ahl, (95a)

cj3(83) + d~4(L93)= h~”)(fla)— Hz(6’a) + ~ . Ahl. (95b)

Eliminating Ah, from these equations, we have

= h\”J(Q – II,(6J. (96)

T~s is the only condition that must be satisfied by the constants a, b,
c, d, so long as no attempt is made to control the value of the small
quantity Ah,.

Since one can satisfy simultaneously four conditions such as Eq. (96),
it is possible to make the linkage generate the desired relation exactly
at four chosen values of 0s. One has to solve four simultaneous linear
equations in the four unknowns a, b, c, d:

()dh,

()
dh, ,,,, j,(f3$1)) – b ~’—a — dhl ,,,,, f’(ef)) + cf3(19$”) + dj,(ef’),

= hjo)(e$)) – H2(o$1’),

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(-) ()

(97)
dh, j1(@$4)) – ~ d!@

– a dhl o,(o dhl ,,,4$(0$4)) + cf3(~$4)) + df,(ef’)

. h\0)(O~4))– H,(o$4’) .

The constants of the linkage can then be computed by Eqs. (9o). This
should be followed by ‘exact calculation of the function generated by the
linkage, as in the example of Sec. 4.14.

Example.—To illustrate this method we shall treat again the example
considered in Sec. 4“14. Here, however, we shall accept as fixed the
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constants arrived at in Sec. 4.13,

AX3 = 90°, X3. = – 5°, X4. = – 70”, (98)

(cf. Fig. 422) and shall adjust only the constants L,, L,, E?, E?.

The function Hi(HI) generated by the linkage of Fig. 4.22 can be
written down in parametric form by reference to Table A“ 1, the values
of HI being found in the column AXi = 90°, Xi~ = —5°; the values of
H,, in the column AXt = 90°, Xi” = –70°. These are shown in Table
4.6, together with the corresponding values of h~’) [computed by Eqs.
(65) and (66) with hl set equal to H,] and the over-all structural error.
The structural-error function exceeds 3 per cent of the total travel; by
choice of the four disposable constants we shall now attempt to reduce
this error to zero for I& = 0.2, 0.4, 0.6, and 0.8.

TABLE4.6.—FUNCTIONGENERATEDBYLINKAGEOFFIG.4.22

08 H, Hz h(:) h(:) – H,

0.0 0.0000 0.0000 0.0000 0.0000
0.1 0.1448 0.0508 0.0650 0.0142
0.2 0.2881 0.1183 0.1337 0.0154
0.3 0.4262 0.2010 0,2087 0.0077
0.4 0.5559 0,2969 0.2938 –0.0031
0.5 0.6738 0,4034 0.3926 -0.0108
0.6 0.7771 0.5181 0.5083 –0.0098
0.7 0.8632 0.6381 0.6413 0,0032
0.8 0.9301 0.7604 0.7843 0.0239
0.9 0,9761 0.8820 0,9159 0.0339
1,0 1,0000 1.0CN30 1.0000 0.0000

We have first to give explicit numerical form to Eqs. (97), which
determine the constants a, b, c, d. Values of H; and H; are read from
Table A“ 1, for the chosen values of L93;the j’s are then computed as

explained below Eq. (90). Values of ~ can be computed by Eq. (68)

TARLE47.-CONSTANTSREQUIREDIN DESIGNPROCEDURE

T
Oa H?

0.0 0.9958
02 0.9719
0.4 0.8435
0.6 0.6232
0.8 0.3326
1.0 0.0000

f,(h) f2(M

o: 25s7 ““””’–O ,5260
0.2836 –O .8025
0.1736 –O .8025
0.0433 –O 5260

Hz

0.0000
0.4159
0.7402
0.9411
0,9991
0.9083

f3(eJ
I

f4(e,) I dh,
m,

... . . . . .
0.0754 –0.6169 0.5046
0 3030 –0.9410 0.7344
0.4582 –0.9410 1.3121
0,3709 –0.6169 2.5094

. . . ,. ..,.
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with z, = 70° x HI. All these quantities appear in Table 4.7. By
using also the last column of Table 4“6 we can easily determine all the
constants of Eqs. (97):

–0.1305a + 0.2654b + 0.0754c – 0.6169d = 0.0154
– 0.2083a + 0.5894b + 0.3030c – 0.9410d = – 0.0031
–0.2278a + 1.0530b + 0.4582c – 0.9410d = –0.0098

I

. (99)

–0.1087a + 1.3199b + 0.3709c – 0.6169d = 0.0239

Solution of these equations yields

a = 0.1966, b = 0.0566, c = –0.1874, d = –0.0651. (1OO)

Hence, by Eqs. (90),

L, = 1.806, L, = –0.703, E? = 0.288, E; = 0.347. (101)

The constants specified by Eqs. (98) and (101) are not very clifferent
from those found in Sec. 4.14, and the linkage would closely resemble
that of Fig. 426. The exact total structural error of the new linkage is
given in Table 4.8: it is about a third of that of the first design. At first
sight it may appear surprising that the error does not vanish for OS= 0.2,
0.4, 0.6, 0.8, since this was the condition applied in determining the
constants of the linkage. It is to be remembered that the equations on
which this method is based are approximations obtained by treating c

TABLE4.8.—ToTALSTRUCTURALEmoE INSECONDMECHAN1ZATIONOFm = tan zI,
L

Oa, H: = h,

0,0 0.0000
0,1 0.1589
0.2 0.3074
0.3 0.4429
0.4 0.5643
0.5 I 0.6709
0.6 ‘ 0.7628
0.7 0.8409
0.8i 0.9061
0.9 0.9589
1.0 1.0000

0<2, <70”

H:

0.0000
0.0734
0.1460
0.2212
0.3020
0.3908
0,4905
0.6024
0.7268
0.8609
1.0000

h,

0.0000
0.0715
0.1435
0.2187
0,3001
0.3899
0.4901
0.6026
0,7280
0.8624
1.0000

ah~

0.0000
0.0019
0.0025
0.0025
0.0019
0,0009
0.0004

-0.0002
-0.0012
–0.0015

0,0000

as a small angle. The error computed by these formulas does vanish
at the specified values of oS,but there are present other and larger errors
due to the use of the small angle approximations, which are, essentially,
those disclosed by the exact calculations on which Table 4.8 is based.
We could make allowance for these errors, approximately, by repeating
the calculation, taking as the constants on the right-hand side of Eqs.
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(99) sums of corresponding entries in the last columns of Table 4“6 and
4.8. Such a refinement would be worth while only if the mechanism
were to be constructed with exceptional care.

In Sec. 6.6 we shall meet a problem in which the straightforward
application of this method leads to a less satisfactory result; the required
mcdfication of the method will be described there.



CHAPTER 5

THE THREE-BAR LINKAGE

6s1. Fundamental Equations for the Three-bar Linkage.-A three-bar
linkage (Fig. 5.1) consists of two cranks, l?,, AZ, pivoted on a frame and
connected through a link B,. The symbols AI, BI, AZ, Bz will be used
to represent distances between the pivotal points within the correspond-
ing mechanical parts: B1 and A z are the lengths of arms of the cranks,
Bz is the length of the connecting link, and A I k the distance between
pivots in the frame.

The three-bar linkage serves as a mechanical cell having one of the
cranks as the input terminal, the other as the output terminal. The

FIG.5.1.—Symbols used in the discussion of three-bar linkages

input and output parameters, Xl, X2, are rotations of those cranks
measured clockwise from a zero line passing through the pivotal points,
SI and SZ, of the cranks; the zero position for each crank is that in which
~t points toward the left.

; The functional relationship of the parameters X,, X2 follows from
the geometry of the quadrilateral S 1?’1TzXZ.

To find X2 graphically for a given XI and dimensions ~ 1, B], Az, Bz,
one would first construct the zero line SS2 and the line of the input
crank, SIT1. The end Tz of the output crank must lie on a circle of radius
Bz about Tl, and on a circle of radius AZ about S,. If these two circles
intersect, a solution for X2 exists; in general they will intersect in two
points TZ+, Tz-, which are vertices of two congruent triangles, TSZTZ+
and TlSzT2_. Let VI be the principal value of the angle S&Tl, lying

107
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between –180° and +180°, and w the principal value of the angle
T,S,T,+, lying between 0° and +180°. There are then two possible
values of X2:

X2+ = ~1 + ?72,
x2_ = 111– 72. (1)

In terms of the problem specihed here, X2 is thus a doubl-valued func-
tion of Xl; the functional relation XL. = (X21X1) c Xl has two branches,
represented by the operators (X2+1X1) and (X2–1X1). If ql is not
restricted to its principal value, X2 is of course a Klghly multiple-valued
function of X,. Cases in which this multiple-valuedness is of significance
in actual mechanical cells will appear later.

For numerical calculation of X, the following procedure is probably
the best:

1, Compute the diagonal D of the quadrilateral using the cosine law:

(2)D2 = A! + B? + 2A@l COSX,.

2. Compute q, and T, by further applications of this law:

D2 + A! – Bf,
Cos ql =

2A ID
with sin VI sin X1 >0, (3)

D2+A~– B:
Cos ?72=

2A,D ‘
with O <72 < 180°. (4)

3. Find X?+, X2-by Eq. (l).
5.2. Classification of Three-bar Lii,ages.-Three-bar linkages are

conveniently classified according to the inherent limitations on the range
of the input parameter Xl. To find these limits, within which the func-
tion X2(X,) is defined, we observe first that the diagonal D is a side of
the triangle SS’ZT1 and as such is limited:

Similarly, since D is a side of the triangle Td3zTz+,

I-42 –B21SDSA2+B2. (6)

These are the only limitations on D, and they imply the limitations on Xl
with which we are concerned.

Since Eqs. (5) and (6) apply simultaneously, they must be consistent;
unless there is overlapping of the intervals set by them for D, it will not
be possible to construct a cell with the given dimensions. When the
two intervals overlap, D can take on any value within the range common
to them. As is illustrated in Fig. 5.2, the intervals can overlap in four
different ways, which form the first basis for our classification of these
linkages:
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Class u: IAz – B2{ < 1A, – B,\ < A, + B, < A2 + ~z, (7)
Class b: IA1 – B,l < IAz –B21<AI+B1<A2+B2, (8)
Class c: IA2 -BZI<IA1– B11<A2+B2<A1 +B,, (9)
class d: IA, –Bll<lA2– Bzl<A~+B2<A1 +B,. (lo)

In each case, D can take on all values between the two intermediate
quantities of the corresponding line. IA1-B,I A1+B,

The linkages of Class a have an cla~~. ~
unlimited input, since Eq. (5) implies

4
IA~-Bzl AZ+B2

no limitation on Xl, and Eq. (6) is
automatically satisfied. Linkages of 1A,-Bll AI+BI
the other three classes have a limited ~la~~~ ~
input range. With linkages of
Class b, passage through the value

~+BzIA2-B21

XI = 180° is impossible, since D can-
not assume the corresponding value IAI- Bll A,+B1

IAI – Bll. With linkages of Class c, classc , ,
passage through Xl = 0° is excluded, lA2-B~ A2+B2

since D cannot assume the cor-
responding value Al + B1. Finally, 1A*-Bll A,+B1
with linkages of Class d, passages Classd
through Xl = O and Xl = 180° are

I {
IA2-B21 A2+B~

both impossible; D cannot attain FIG. 5.2.–Classification of three-bar

values corresponding to either of linkages.

these points. The range of the output variables can be discussed

sirnjlarly.
From what has been said it is obvious that the four linkages with

1. Al=p, Bl=q, Az=r, B2= s
2. Al=q, Bl=p, A2=r, B~= S
3. Al=p, Bl=q, AZ=s, B2=r
4. Al=q, Bl=p, Az=s, Bz= r

beloug to the same class. Now the relative magnitudes of AI, A z, B,,

Bz form the basis of a further subclassification of three-bar linkages, the
subclasses being given the numerical designation above if one takes
always p > q, r > s. That is, Class a linkages are divided into four
subclasses :

al: Al > B1, Az > Bz, (11)
u2: Al < Ill, Az > Bz, (12)

u3: Al > Bl, Az < Bz, (13)
a4: Al < Bl, Az < Bz, (14)

and the other classes are similarly divided into four subclasses.
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Finally, in each subclass X2 is a function with two branches, X2.+ and
X*–, which we place in separate sub-subclasses of the subclass. Three-
bar linkages are thus divided into 4 X 4 X 2 = 32 sub-subclasses in all.
A sub-subclass will be indicated by a symbol such as c3+, which applies
to the positive branch of a linkage for which

[A, –B,I<IAI –B,I<A, +B, <A,+ B,,

Al > Bl, Az < B,.

The general forms of the functions generated by all these types of
three-bar linkage are illustrated in Fig. 5.3. In each case the X2 has
been plotted as a function of X,, for a three-bar linkage with dimensions
illustrated in the adjoining sketch. A mechanical configuration and the
generated curve are both shown for the positive branch by continuous
lines, for the negative branch by dotted lines. The value of X2 shown is
not necessarily the principal value. In some cases the positive and
negative branches join continuously, but always at a point of infinite
slope near which the linkage is not operable. The reader should study
this figure carefully, since one should not attempt to mechanize by this
means functions that obviously are not included in the class of functions
of the three-bar linkage.

5.3. Singular Cases of Three-bar Linkages. -Certain special three-
bar linkages that belong to more than one of the classes defined above,

n +.,

FIG. 5,4.—Three-bar linkage with .4, + B, = AZ + B2.

as limiting cases, have special properties that entitle them to separate
mention.

Case A: Al + I?l = AZ + B,.
●

(15)

A linkage of this type (Fig. 5.4) has a singular point for Xl = O. So
long as the input variable is restricted to a range not including the point
X, = O, the configuration of the mechanism and the value of the output
variable are uniquely determined. When Xl = O the value of X2 is
still uniquely determined, but the mechanism has at this point an inde-
terminate motion, there being two possible finite values for dX~/dXl.
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Thus, when the input parameter is allowed to pass through the value
Xl = O, X, mayor may not pass from the positive to the negative branch
of the function, or conversely; the value of X2 is no longer uniquely
determined by the value of X 1,but may have either of two values, unless
appropriate stops are introduced.

Case B: 1A, – B,l = 1A, – B,l. (16)

In thk case (Fig. 5.5) a similar singularity exists for Xl = 180°.

x~

\___
o x,

\\-.~

——-— —.—— _

FIG.5.5.—Three-bar linkage with A, – BI = A2 – l?,.

Case C: AI+ BI=A*+B*

1A, – B,l = IA, – B,\ I
simultaneously. (17)

In this case there are, of course, singular points for both X1 = O and
Xl = 180°, as well as some other important features that should be
mentioned.

The conditions in Eq. (17) can be satisfied in two ways:

cl: Al–1?, = –(AZ–B,); BI = A2; A, = B,. (18)
c,: AI– B1=A2– B2; Al = Az; BI = B,. (19)

The Case cl, the parallelogram linkage (Fig. 5.6), is very well known.
Its positive branch (for O < Xl < 180°) is used to transmit rotation
from one shaft to another at the ratio 1 to 1, within limits set far enough
from the points of singularity, at which backlash may become important.
(A good range in practice is 30°< Xl <150°, but larger ranges can be
attained by increased care in manufacture.) The corresponding nega-
tive branch of the linkage function, shown dotted in Fig. 5.6, is rarely
used; its curvature decreases as the length of the link Bz is increased.
It will be noted that the various positive and negative branches, differing
by changes in Xl and X2 which are multiples of %r, form a connected
network through the whole of the X lX2-plane. If no stops are intro-
duced the generated XE may or may not pass from a positive branch to a
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negative branch, or vice versa, every time Xl passes through a value
that isamultipleofr. Thevalue of Xzisthus notuniquely determined
by the value of Xl; it is not even restricted to one of two values, asin
Cases A and B; itmay take on an infinite number of values, which fall, of
course, into two sequences with spacing 27r,corresponding to the positive
and negative branches.

n ~:;~,
[

‘.+..”” [x,
-YT ,/0’., n // ?/

/’ “\ /’
/“ ‘\ /’\//

/
A

FXQ.5,6.—Three-bar linkage with BI = A,, AI = B,.

Linkages of Class CZ (Fig. 5.7) are of special interest in that X2
remains zero on part of the positive and negative branches, whatever the
value of X1; how this can happen will be evident from the geometry of
the sketch. [The classification of branches as positive and negative is
here quite formal; physically it would be more appropriate to think of the
branches as (1) the straight line X2 = O, and (2) the oscillatory curve
with continuous derivative. ] If the generated X2 is following the positive

x,

----------- .----- -P
;-----;\\x,
“o ~ ‘\,. “\\_< ‘.s

.;

FIQ. 5.7.—Three-bar linkage with A ~ = A~, B, = B,.

branch between Xl = O and X, = r, and Xl passes through the former
point, then X2 may continue to change at a uniform rate by passing over
to the negative branch, or it may follow the positive branch and remain
zero thereafter; this latter behavior can be assured by the introduction
of stops. This type of linkage is therefore of value in mechanizing func-
tions with a discontinuityy in the derivative. Unfortunately, these cells
cannot supply any appreciable effort near the point of singularity;
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torques must be applied to both cranks in the directions of the desired
motions.

In practical applications the author uses a still more special linkage,
with Al = B1 = AZ = Bz (Fig. 5.8). This is also a special case of the
other singular classes, A, B, and C1; it is interesting to observe how the
diverse curves of Figs. 5.4 to 57 can pass over into the curves of Fig. 5.8
as a common limiting case. With this linkage three types of configura-

n/- / “

X2

(a)
,4

I /’
1,~ r

(a)

A

(b) (b)

(b) x1=(2n+l)ff
X2f -IT (c) (c) R

---- ——-------
/ xl

/’”
I

L

I
(a) .“(b) ~ ,,,

(c) *
:(b)

I
1 X2=2n7r //

I//
;(ay’

/t ‘“- - X

FK~.5.8.—Three-bar linkage with AI = B, = Aa = B2.

tion are possible, represented by three sets of lines on the graph in Fig.
5.8:

a.

b.

c.

The parallelogram linkage configuration, represented by the curves
X2 = xl + Zmn.
Configurations in which the input terminal is locked in a definite
position, Xl = (2n + l)m, while the output terminal can assume
any position.
Configurations in which the output terminal is locked in a definite
position, X2 = &n, while the input terminal can assume any
position.

Of particular interest are the transitions between configurations of types
(b) and (c), which can be assured by the use of stops. We shall now see
how these can be used in generating a function with a discontinuous
derivative.

Figure 5.9 shows a mechanical cell for which

X~ = aXi when Xi > 0,
Xk =.bxi when Xi <0,

mth
cz>l>b.



116 THE THREE-BAR LINKAGE [SEC.5.3

It consists of the linkage of Fig. 5.8, with added input and output termi-
nals which are push-rods pivoted to the central link Bz. The input
and output parameters, Xi and X~, are displacements of these rods
perpendicular to the line of the pivots S, and Sz of the three-bar linkage.

When X, = X~ = O, the linkage
is in its critical position, with
X, = 180°, X, = OO; the two
cranks then just touch stops Cl,
C2, which limit their motions to
X, a 180°, X2 > 0. If X, is now
increased by a push exerted on the
Xi terminal, the crank A z will be
held firmly by the stop Cz, while
the crank BI and the link Bz will
rotate together about their col-
linear pivotal axes S, and Tz into,

FIG. 5.9.—Mechanica1 cell generating a func-
tion with discontinuous derivative.

for example, the configuration
illustrated in Fig. 5.9. The param-

eter X~ will then increase more rapidly than Xi, in the ratio of the
distances of the corresponding push-rod pivots from the axis of rotation:

B, – d,.

a=Bz–dz
(21)

If the direction of motion is reversed by a push exerted on the X~ terminal,
AZ will be held against the stop Cz both by the linkage constraint and by
the torque due to any resisting force at the Xi terminal, until the crank
B, touches the stop Cl. At this point the situation changes abruptly:
the crank B1 can no longer rotate; the crank A z is no longer locked in
position by the linkage constraint; a further push on the xk terminal
will cause the crank A z and the link BZ to rotate together about their
now collinear pivotal axes Se and T1. Then Xi and xk both become
negative, the ratio of their values being

(22)

The change in dXz/dX, as the linkage is pushed through its criticaf posi-
tion, in either direction, is quite abrupt; it is associated with a similarly
sudden increase in the driving force necessary to overcome a resisting
force at the other terminal, when the mechanical advantage is reduced
by the change in fulcrum.

The desired discontinuity in the derivative is not so perfectly realized
if the link is pulled rather than pushed through its critical position.
the configuration is that illustrated in Fig. 5.9, a pull exerted

When
on the
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X,-terminal and a resisting pull on the Xk-terminal will produce a torque
tending to move the arm AZ away from its stop. This arm, however,
is locked in position by the linkage constraint, and the locking will be
effective until the critical position is approached, and mechanical play
in the linkage becomes important. This will allow crank .4P to begin to
move away from stop Cz before crank B1 quite reaches stop Cl; the
result is some rounding off of the otherwise abrupt transition from one
slope to another, but there is no tendency for the mechanism to jam.

5.4. The Problem of Designing Three-bar Linkages. -We have now
I to consider the problem of determining the elements of a three-bar linkage

that will mechanize a given function

X2 = (4ZJ .Z1. (23)

If this function is to fall within the class of linkage functions, it must be
required to generate it only for a finite range Ax1 of the input variable
x 1, or, if the range of x 1 is infinite, X2 must be a periodic function of xl
with period Azl. In either case, restricting attention to the range Axl
of the input variable, one can write the relation in homogeneous form:

h, = (h,lh,) . h,. (24)

To mechanize this relation we have to design a three-bar linkage described
by

x, = (X2JX,) . x,, X1. s xl ~

such that when homogeneous parameters III, Hz
corresponding relation

Hz = (H4H,) . H,

Xl’w, (25)

are introduced, the

(26)

becomes identical with Eq. (24) on direct or complementary identifica-
tion of the pair of variables (hi, hz) with the pair (Hl Hz). If the func-
tion to be generated is periodic, it is necessary, in addition, that

AXt = X,.w – X,. = 360°;

the infinite range of x, then corresponds to the infinite range of Xl, when
passage to the next period of the generated function is permitted.

A three-bar linkage may be described by the constants A ~ Bl, A ~,

Bz, Xlm, X,~, AX1, X2~, Xz,r, AXZ; of these only five are independent.
The form of the function (X2 IX,) is determined by three independent
ratios of the sides of the quadrilateral; the angles Xl and X2 do not
depend on the over-all scale of the mechanism. We shall choose the
three side-ratios, B,/A 1, Bt/A z, A 1/A z, as the independent constants
that determine the form of (X,1X,). Now, the field of functions (X,IXI)
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of the three-bar linkage is three-dimensional, but each function (X21X 1)
can generate a whole field of functions (H2 IHJ that depend on the choice
of additional constants: two constants (for example, Xl- and X 1~) in
the case of a nonperiodic function, and one (for example, X2~) in the
case of periodic functions. The field of all functions (HZIH,) of a three-
bar linkage is therefore five-dimensional where nonperiodic functions
are concerned, and four-dimensional with respect to periodic functions.
We shall henceforth concentrate our attention on the more difficult case
of nonperiodic functions.

In practical terms, the problem is that of approximating a given func-
tion (hzlh,) as well as possible by a three-bar-linkage function (H,IH1)
characterized by five independent constants. It is very difficult to
find the best fit by varying all five constants independently; one must
begin by assigning fixed values to at least two of them, even when choice
of these values must be made rather arbitrarily. Fortunately, in prac-
tice one has usually some indication of an appropriate value for one or
more of these constants.

The way in which a linkage is used in the computer as a rule suggests
an appropriate value for AX1 and AXZ.. In particular, in generating a
monotonic function one can hardly have AX1 > 180°; on the other hand,
AX1 must not be chosen too small lest the linkage degenerate into what
is essentially a harmonic transformer. It is thus evident that it will be
useful to have a method for finding the best fit to the given function
consistent with specified values of AX1 and AX2; the side-ratios (or their
equivalent) will then be the adjustable parameters. The nomographic
method, to be described immediately, is suited for this type of curve
fitting. It should be used for all monotonic functions and is useful in
many other cases.

When the given function is not monotonic, it is sometimes difficult to
choose AX,. The geometric method, to be described later in this chapter,
is then useful. In applying this method, AX2 and B,/A, are fixed and
the fit to the given function is obtained by adjustment of AX,, B,/A,,

and Al/AZ.

THE NOMOGRAPHIC METHOD

The “nomographic method” here discussed is a method of curve
fitting by three-bar linkages with given AX I and AX2. It takes its
name from the use made of an intersection nomogram, which appears as
an insert in the back of this book. This nomogram, Fig. B. 1, is also
useful in many other types of calculations on three-bar linkages.

5.5. Analytic Basis of the Nomographic Method.—For analytic pur-
poses it is convenient to specify the side-ratios of the quadrilateral
through the three independent constants
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()B,
bl=ln ~,, (27)

()
b~=ln ~, (28)

()
AI

a=ln z
(29)

Correspondingly, we may specify the configuration of the quadrilateral
in terms of the diagonal-to-side ratio, through one or the other of the
new variable parameters

()

D

~’=ln x,’
(30)

()

D

“ = ln 12
=Pl+a, (31)

which will replace the input parameter XI in our discussion.
In terms of these new symbols the equations of Sec. 5.1 take on a less

familiar but very useful form. Since

D B, Bz Al

z = ‘p” 11 = ‘b” z = ‘b” X2 = “
(32)

one can rewrite Eq. (2) as

ezpl = 1 + ezb,+ 2eb, cos Xl,
or

(

e% + e–%
e% = 2eb, —

)
—+ COSXI .

2

Hence the relation between the variable parameters X,

cos X1=*e 271–b, — Cosh bl,

or

(33)

(34)

and p 1is given by

(35)

PI = + h (2 cos XI + 2 cosh h) + + bG (36)

By similar manipulations Eqs. (3) and (4) become, respectively,

cos ql = cosh pl — iezb,e–pl, (37)
cos 7J2= cosh PZ — ie2bZe–P2

—— cosh (pl + a) — ~ezb,e–(p+j. (38)

As before, sin ql and sin Xl must have thk same sign, while

o s q, s 180°.

Then the output parameter is given by

X2+ = ql + ?lZ, (39)
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or by
X2- = q, – qz. (40)

Equations (36) to (40) describe all three-bar-linkage functions (X,1X,).
The important feature of this formulation is the expression of q, and q2
in terms of the same function of two independent variables,

G(p, b) = COS-’ (cosh p – ~ezbn); (41)
one has

ql = G(P1, h) (42)

and

q2 = G(P2, ~2) = G(PI + a, bz). (43)

This makes it possible to compute ~~ and qz by the same intersection
nomogram, with other advantages that will become clear as the discussion
proceeds.

6.6. The Nomographic Chart. -In three-bar-linkage calculations one
repeatedly encounters the relations

q = G(p, b) = COS-l (cosh p – ~e’~p) (44)

and
p = F(X,b) = ~ In (2 cos X + 2 cosh b) + ib, (45)

where p stands for pl or pz = pl + a, b for bl or bz, X for Xl, and q for
71 or ~2. It may be required to solve these equations singly or simul-
taneously, with various choices of the unknown. For rapid calculations
of this type the use of an intersection or grid nomogram is very convenient.

The intersection nomogram representing a given functional relation
is not uniquely determined, but may be given an infinite variety of
forms. In the present case it is desirable to take lines of constant p as

vertical lines, lines of constant ~ as horizontal lines, and to plot on the

(P, q)-plane curved lines of constant b and constant X (Fig. 5“10). It is
at once evident that choice of consistent values of any two of the variables
will determine a definite point on the chart—the intersection of the lines
corresponding to the given values of these variables; corresponding values
of the two other variables, as determined by Eqs. (44) and (45), can then
be read off at the same point. Before illustrating this process, however,
we must consider in more detail the structure and properties of the chart.

As shown in Fig. 5.10, the horizontal scale is uniform in p with the
vertical lines spaced at intervals of 0.1 in 10; they are labeled in terms
of the variable

()D
pp = loglo — )

A
(46)

for which the intervals are 0.1. The vertical scale is uniform in q, with
lines of constant q shown in Fig. 5.10 at intervals of 30°, from – 180°
to +180°.
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On the grid thus established there have been plotted lines of constant b

at intervals of 0.1 in 10; they are labeled in terms of the variable

/Lb = log,, ;, (47)

for which the inteNals are 0.1. (The factor p = I/in 10 is introduced
in this way to facilitate computation with decimal logarithms. ) The
curve b = O is open, with the horizontal asymptotes ~ = + 90°. Curves

I

+4++—tH—

-6 A I 1/ r-
/1 fir

KDu4=H+’@

$zEEli
+ 140°

+120°

+ 100°\

- ~, If
*

-180~ I II I I I II I I I II \
‘0.7 -0.6 -0.5 -0.4 -0.3-0.2-0.1 0,0+0.1 +0.2 +0,3 +0.4

111/11 I+HEF’ ‘“+’

PP
FIG. 5.10.—Intersection nomogram solving Eqs. (44) and (45).

of constant b <0 are closed. Curves of constant b >0 are open and
periodic in q with period AV = 360°; they have a pronounced sinusoidal
character, being symmetric to reflection in the lines

~= . . . – 180°, 0°, 180°, . . .

and centrally symmetric about the points where they cross the lines

~= . . . –90°, +90°, . . . .

For a more detailed discussion the reader is referred to Appendix B.
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Lines of constant Xhave been plotted at intervals of 10°. All are
open curves, and each has the same shape as apart of the curve b = O.

Indeed, the curves X = XO and X = XO – 180°, which join smoothly
at p = ~ = O if O < XO < 180°, together form a curve congruent with
the curve b = O. All have asymptotes parallel to the p-axis, but run
to infinity toward the right (p = + m), instead of toward the left
(p = – m) as does the curve b = O. Again the reader is referred to
Appendix B for a more complete discussion.

Since the parameters p and q have no limits, the nomogram extends
in principle over the whole plane. It is periodic in ~ with period 360°;
the part shown h Fig. 5.10 could be supplemented by the addition of
similar figures above and below, extending indefinitely to positive and I

negative q. The chart could also be extended to larger and smaller
p, but the added portions would be of less practical importance since
very large or very small values of b are not much used.

In actual work one does not need the whole field covered by Fig. 5“10
but only its upper half, since the lower half is a mirror image. By sup-
pressing the lower half, longer scales can be used in a given available
space. This has been done in the preparation of Fig. B*1, which pre-
sents this nomogram on the largest scale possible in this book. This
figure is quite adequate for a study of the method; in actual design work
it, is desirable to have it drawn on a scale twice as large and with a greater
nubber of curves. Table B. 1 of Appendix B presents the information
needed for redrawing the nomogram-the coordinates (pp, V) of the points
of intersection of the curves yb = O, +0.01, ~ 0.02, 0 “ o , +0.5, with
the curves X = O, + 5°, ~ 10°, “ “ s , ~ 180°.

6.7. Calculation of the Function Generated by a Given Three-bar
Linkage.-The intersection nomogram permits solution of Eqs. (36) to
(4o), which completely describe any three-bar linkage; it therefore suffices
for the graphical construction of any three-bar-linkage function (X,1X,).
The procedure will be described in connection with its application to
the special linkage sketched in Fig. 5“11, for which pb, = –O. 1, pbz = 0.3,

~a = 0.3. For this linkage ~ = 0.795, ~z = 1.995, ~ = 1.995; with

B, taken as unity, the links have lengths BI = 0.795, Al = 1.000,
Az = 0.501.

To determine the value of the output parameter X2 corresponding to
a given value of Xl—in the example, 140°, as illustrated in Fig. 5-1 l—
we proceed as follows:

(1) Knowing Xl and b,, one can determine p, and q, by Eqs. (36) ~
and (37). Instead, on the nomogram, Fig. 5“12, we follow the curve
X = Xl (= 140”) until it intersects with the curve pb = pbl ( = –0.1) at
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the point P(o). At this point we can read off the corresponding values
of ppl ( = –0.191) and q, (= 52.50).

(2) Knowing pp, and ~a, one can compute Y(p, + a)—in the example
0.109. Instead, on the nomogram we locate a point pa units to the right
of P(o) (by the scale at the bottom of the figure) and through this con-
struct the vertical line Pp = P(P1 + a).

(3) Knowing ~(pl + a) and pbz, one can compute m by Eq. (38).
Instead, on the nomogram we follow the vertical line ~p = p(pl + a)
until it intersects the curve pb = ~bz ( = 0.3), as it does at the two points,

FIG. 5.11.—Three-bar linkage used in illustrative calculations.

Q? and Q!’, within the field of Fig. 5.12, and at an infinite sequence of
points outside this field. It is at the point Q(!) that q lies between O
and r, and it is, therefore, at this point that we can read off the value
of qz (= 1210).

(4) Computation of X2 is now simple:

X,+ = q, + q, = 52.5° + 121° = 173.5°,
and

X,_ = q, – ~, = 52.5° – 121° = –68.5°.

These values can be checked on Fig. 511.
It will be noted that in Fig. 5.12 the value of n, is represented by a

vertical line from the line v = O to the point P(o), and the value of m is
represented by a similar line to the point Q$’). Graphical methods for
adding these lengths can be used to construct the value of X2+. III the
same way, the vertical line from ~ = O to the point Q!!) represents the
(negative) quantity which must be added to TJ~to get X2-; we call this
qz-, to distinguish it from the principal value, ?Z+, and write

X2* = 71 + m*. (48)



124 THE THREE-BAR LINKAGE [SEC.5.7

We shall often use this relation instead of Eqs. (39) and (40). The
point Q!) will then be regarded as corresponding to the positive branch
of the solution for X2, and Q!” as corresponding to the negative branch.

By use of the nomogram we can get a graphic presentation of the
entire course of the function generated by a given linkage. To picture

I I l\ I I I \l 1-

0° II I I II i

.—

x

-60” A If I
1/1

I
–-

-+

#P

FIG. 5.12.—Calculation of the function generated by a given three-bar linkage.

the function (X21X1) we may wish to compute Xz for a “spectrum of
values of X1”:

X\O),Xp, X\*),. . . Xy) .

(In Fig. 512, Xy) = 140° – T.1O”, r = O, 1, ~ . ~ 4.) Corresponding
to this sequence of values, there is a sequence of points P(o), P(]), . . ,

on the ourve pb = pbl, at which we can read off the spectra of values of
~pl and of ql:

PP\O))#Pil)) . . . PPi”) ;

~io), w! . . . 7i”).
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Vertical lines from q = O to these points represent the spectrum of
values of pp 1 by their horizontal spacing, the spectrum of values of ~1by
their lengths. On shifting each of these lines to the right by an amount
pa we next obtain lines representing, by their horizontal spacing, the
spectrum of the variable parameter ppz = ~(pl + a), which can assume
the values

dPiO) + a), K(P!l) + ~), “ “ . P(PP + a).

Since this shift does not disturb the distribution of the lines, one can
speak of the spectrum of values of pp~ as congruent to the spectrum of

values of pp,. The spectral lines for pp,, by their intersections with the
curve pb = pbz, define two sequences of points:

Q~), Q:), . . . Q!!),

and
Q!!’, Qg), . . Q!?,

from which one may read off the spectral values of 72:

By terminating the spectral lines of ~pz at the points Q$’, we can make
them represent the spectral values of q:< by their upward and downward
extensions, just as the spectral lines for ~pl represent the values of T1.
There results a very clear picture of the way in which v, and qz~ change
together with X,. Finally, the spectrum of values of the output variable,

Xg, X$2, . . Xpi,
can be obtained by adding corresponding spectral values of ~1and qzf.

5.8. Complete Representation of Three-bar-linkage Functions by
the Nomogram.—It will soon become evident to the reader who attempts
to use the nomogram that it is not possible to carry through for all X,,
and for given pbl, pbz, and pa, the calculation outlined in Sec. 5“7. This
limitation corresponds to restrictions on Xl inherent in the geometry of
the linkage considered, and is not a shortcoming of the nomogram; that
the nomogram gives a complete representation of the whole class of
three-bar-linkage functions will be evident from the following discussi on.

In the calculations discussed in Sec. 5.7 it is convenient, but not neces-
sary, to select values of Xl corresponding to lines appearing on the nomo-
gram. We shall now consider a continuous spectrum XT), which includes
all values in the range — CCI< Xl < + ~. We shall call such a con-
tinuous and infinite spectrum of Xf) “the complete spectrum X~.”
Corresponding to a continuous spectrum X~) there will be a continuous
spectrum X~J. The values of Xf), however, as computed by Eqs. (36)
to (40), will not be real for the complete spectrum X~) but only for
certain “bands” of that spectrum. Real configurations of the linkage
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corresp end, of course, only to real values of XY); thus, by observing the

limiting values of X~) and X!) in the “bands” in which the solution is

real, one might determine the limiting configurations of the linkage.

We now use the nomogram in studying the conditions for the existence

of a real solution X;) corresponding to a given value of X~). We note
first that, as X~) goes through all values, ppl can go only through a

limited range of values determined by the fixed value of Pbl. This cor-

responds to the limitation on the magnitude of the diagonal D, which has

180”

150”

120”

V 90”

60”

30”

0°

PPf)

FIQ. 5.13.—Range of operation of a three-bar linkage.

been expressed analytically in Eq. (5) and in our present notation can
be rewritten as

loglo II – Io’bll s pp, s Ioglo (1 + lo@l). (49)

The range of ppl k finite if pb, # O, and extends to – co when pbl = O;

we shall speak of the values in the range of ~pl as making up “the com-
plete spectrum pp~).” In Fig. 5.13, which applies to a linkage with

pbl = –0.2, pbt = 0.3, pa = 0.5,

it is clear that ypl can not be less than —0.432 (for Xl = 1800), nor
greater than 0.215 (for Xl = 0°). We have, then, for the complete
spectrum, – 0.432 S pp~’) s 0.215. By shifting the complete spectrum
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~Py) to the right by a distance pa, we obtain the complete spectrum
g(p~) + a). In our example

+0.068 s p(py) + a) s 0.715.

In the same way it will be observed on the nomogram that there is a
limited range of values of ypz consistent with the fixed value of ~bz.

This corresponds to the restriction on D expressed analytically by Eq. (6),
which in our present notation is

log,, \1 – lo@,l s pp, s log,, (1 + Io”bj) . (50)

The values in this range make up the complete spectrum pp~). In the
case illustrated in Fig. 5“13, —0.002 S gpcrj s 0.476.

In the nomographic computation of Xa one has to identify ~p, and

/dP1 + ~). This will be possible only for values of PP9 which lie in the
complete spectrum Ppt) and also in the complete spectrum IJ(P!’) + a);
such values make up the “limited spectrum pp~).” By shifting the
limited spectrum ALpi) to the left by an amount pa, we obtain finally the
limited spectrum pp~). The nomographic computation can be carried
through for all values of ppl that lie witbin this limited spectrum; for
the corresponding values of Xl, the limited spectrum X~), one can com-
pute real values of X2. The range within which thk calculation is pos-
sible corresponds exactly to the range within which both Eqs. (5) and
(6) are satisfied, as illustrated in Fig. 5.2. Thus all physically possible
configurations of the linkage, all real three-bar-linkage functions (X91X1),
are covered by the nomogram.

The reader will find it instructive to apply the nomogram to the dis-
cussion of the parallelogram linkage.

6.9. Restatement of the Design Problem for the Nomographic
Method.-The nomogram is conveniently used in three-bar-linkage
design only when it is possible to preassign values for two of the design
constants, AX1 and AX2. There remain three design constants—bl, tv,
and a, or their equivalents—to be adjusted in the process of fitting the
generated to the given function.

When the angular ranges of the input and output variables are thus
specified, it becomes possible to express the given function in terms of
angular variables PI and q9, instead of the homogeneous variables hl
and h~:

91 = Axlhl,
I

(51)
w = AX9hz.

In comparing the given function with the generated function, one will
correspondingly express “the latter in terms of the angular parameters
X, and X,:

1
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Xl – X1- = AXIHl,
X2 – Xzm ==AX2H2. I

The design problem can then be stated as follows.
three-bar linkage generating a function

x, = (X,1 X,) . xl

which can be identified with the given function

P2 = (92)91) “ P1

on direct or complementary identification of H]

[SEC.5.10

(52)

It is desired to find a

(25)

(53)

with hl, Hz with hz (cf.
Sec. 5.4). Direct identification in the two cases implies

PI = xl — Xlm,
$D2= x2 – x2m; I

(54)

complementary identification implies

AXI — PI = Xl — XI.,

I
(55)

Axz — IpJ= x2 — x2nu

The design problem is essentially the same if the identification is direct in
both cases or complementary in both cases; if the identification is direct
in one case and complementary in the other it does not matter in which
case it is direct. It will be convenient to assume that it is always direct
in the case of the output variable. The relations to be satisfied by the
angular parameters are then

(56)

with the upper sign corresponding to direct identification.
It is important to note that the procedure to be described does not

necessarily lead to a unique solution of the problem. There usually exist
two quite different approximate solutions, with a positive and a negative
value for b,, respectively. During the design process the constants
of both of these solutions should be determined sufficiently accurately to
permit a rational choice between them. This point will be fully illus-
trated in later sections.

6.10. Survey of the Nomographic Method.—Fitting the generated to
the given function by simultaneous and independent variations of the
three remaining design constants is hardly practicable. We therefore
(1) make a definite choice of b,, and then find the best fit obtainable bv., .
independent variation of the other two design constants; (2) find a better
value of bl, aa described in Sec. 5.13; (3) find the best fit obtainable by
variation of the other design constants, using this improved value of bl;

I-- —__—___ ._— _ —_
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(4) find a oetter value of b,; and so on, approaching the optimum choice
of all three constants by successive approximations.

It would be quite natural to choose bz and a as the design constants
to be adjusted in the first step of this procedure. However, to deal with

1
these constants directly involves, in effect, the fitting of the given curve
to a member of a two-parameter family of three-bar-linkage curves. It
is preferable to choose X 1~and Xz~ as the additional constants on which
attention is concentrated, since it is then possible to work instead with
two one-parameter families of curves, one easily constructed from the
given function, the other appearing on the intersection nomogram. To
make it clear how this can be done we shall consider three increasing y
difficult problems, The discussion will be illustrated by Fig. 5.14.

180”
K \l !C’ II I

\180”

1 v I . .
30° .“%

-i’’in-\l I \-u 160°150°

v 90”

60°

0° .
,, ,!,

-0.7 -0.6 -0!5 -0:4 -0.3-0,2 -0,1 0!0 +0:1+0.2 +0:3-+0~
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FIQ. 5.14.—Curve fitting in Problems 1 and 2, Sec. 5.10.

Problem 1: Determine whether or not a given functian (pzlp,) is generated

by a linkage of speci$ed constants AX1, AXZ., 51, X1~, Xz~.—Since AX~,
Xl~, and X2* are known, it is possible to transform the given functional
relation (PZ.IPI) into a functional relation of the angles Xl and Xa,(
(X21X,), by use of Eqs. (56), whether the identification is direct or com-
plementary. The problem is then: Is this function (X21X,) really

I generated by a linkage characterized by the given constants?
Let X~] be any value of Xl in the specified range. On the nomogram

we locate at the intersection of the lines X = X~) and pb = pbl the point
P(’); at this point we can read off the values of pp~) and q~) generated by
the linkage. We do not yet know the generated values of q,f and X,, but
we do know the corresponding given value of X2, X~j, and can compute
the “given” value of T2+ using Eq. (48):

7$; = x:; — nf). (57)
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On the vertical line through the point P(’J we erect a spectrum line of
height vg~, ending at point R(’). By moving this spectrum line to the
right by an amount pa (still unknown) it can be brought into the position
of the spectrum line pp$). If the given value q~~is the one actually
generated, this spectral line will then extend exactly to the curve pb = pbz,

(also unknown at the moment); the amount by which it falls short of that
curve is the amount by which the generated value of Xl) exceeds the
given X~~. The complete spectrum of such lines, limited by the curve
R(0) . .. R(.)... R(”), can be outlined quickly.

Let the curve R(o) . . . R(’) . . . R(n) be drawn on a transparent
overlay. Suppose now that, by moving the overlay to the right by a
distance ~a, thk curve can be made to coincide with some curve pb = pbz.

It will then follow that the given function is indeed generated by a linkage
with the specified constants, AX1, AX2, bI, Xl-, XZ~, and, furthermore,
that this linkage is also characterized by the constants bz and a thus
determined. For, in view of the methods of computation outlined in
Sec. 57, it is clear that a linkage with the above values of b,, b,, and a will
generate a spectrum of values of m+ which is just the spectrum of the
“given” values, ~;~, and hence a spectrum of values of X2 which is also

the given spectrum Xfj, for X,. S X S Xl. + AX1. The spectrum of
Xl is determined by the given constants Xl” and AXI; the generated
spectrum of X2, which reproduces the given spectrum of X2, must
correspond to the constants Xz~ and AX2. Since the linkage that
generates the given function is characterized by the five specified
constants and by the derived bz and a, the truth of the statement
follows.

As an example, shown in Fig. 5“14, we take a case in which the
specified constants are AX1 = 60°, AXZ = 105°, pbl = —0.2, XI- = 90°,
x2m = 45°. ‘rhe given function (PzlW) has been assumed to increase
monotonically from 92 = 0° when w = 0° to PZ = 105° when w = 60°;
t J Eq. (56) (with the upper sign) X2 then increases monotonically from
X, = 45° when X, = 90° to X2 = 150° when Xl = 150°. Taking

(o>= 33°; hence qj~ is 45° — 33° = 12°,X!”) = 45°, we locate P(o) and read q,
corresponding to point R(”). With XT) = 150°, we locate P(”) and read

W) = 36°; hence & = 150° – 36° = 114°, corresponding to point
R(”). We shall assume that similar computations for intermediate Xl
serve to determine the curve R(o) . . . R(’) . . . R(”) as shown. If now
this curve is moved to the right by an amount pa = 0.4, the end points
can be brought to lie at points A and C on the same contour of constant
pb: pbz = 0.3. The intermediate portions of the curve do not then lie on
that contour, and it is evident that no other contour can give a fit. It
follows that the given function can not be generated by a linkage with the
specified constants. The difference between the given and the generated
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functions is immediately evident. A- linkage with g.a = 0.4, pbz = 0.3
does give a fit at the very ends of the range of X, (points A and C), and
thus at the ends of the range of X2. This linkage has therefore the
specified values of AX1, AX2, XI~, and X2~, as well as that of bl; it is the
specified linkage. It generates values of q,t given by the curve AA’B’C,

instead of the “given” values of the curve ABC; the vertical separation
between these curves is then the difference between the given and the
generated values of X2.

Problem 2: Determine whether or not a given function (pz[pJ can be

generated by a linkage of spec-ijied constants AX1, AX2, bl, Xl~.—It is now
possible to consider all values of XZ~ in seeking a fit of the generated to
the given curve, instead of only one value. Let the curve R(o) . . . R(n)

be constructed as before, for an arbitrarily chosen value of Xz~—for
example, X~~. If a fit can not be found for this among the curves of
constant ~b on the nomogram, one will desire to make a similar trial for
another value of X2* —for example,

x;. = X;m + A. (58)

By Eq. (56), this increase in Xz~ will produce a uniform increase, by
the same amount, in the “given” values X2a and qzo; the new curve
R(o) . . . R@j will be the old one raised by an amount A, and the fit will
be sought as before. Of course, instead of redrawing the curve, one can
simply shift upward by A the overlay on which the first curve was drawn.
Thus by allowing all vertical shifts of the overlay in seeking a fit one
treats X2~ as a disposable parameter.

The stated problem can then be solved as follows: On a transparent
overlay draw a curve R(o) . . . R(’) . . . R(n), assuming X2- = Xi~.
If, by translating the overlay to the right by an amount pa and upward
by an amount A (as read on the scale of n), this curve can be made to
coincide with some portion of the curve pb = pbz, then the given function
(wlqJ can be generated by a linkage with the specified constants AX I,
AX2, b,, and Xl~. Furthermore, that linkage will also be characterized
bY the constants bz, a, and Xz~ = X~~ + A, determined in this fitting
process.

In the example of Fig. 5.14 a fit can be obtained by moving the over-
lay, prepared as previously described, upward by an amount A”= 57°,
and to the right by pa = 0.255; curve R(o) . . . R(”) then lies on the
curve pb = pbz = 0.3, extending from A’ to C’. Thus the given curve is
actually generated by a linkage with the constants

AX1 = 60°, AX2 = 105°, ~bl = –0.2, Xlm = 90°,

and, as now determined, pbz = 0.3, pa = 0.255, X~~ = 45° + 57° = 102°.
If the fit were not exact the dilTerence between the generated and the
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given functions could be read as’the vertical separation of the curve
R(o) . . . R~nJandthecontourpb = pbs.

Problem 3: Determine whether or not a given funci%on (WZ[WJ can be

generated bya linkage of spem”fied constants AXl, AXa, bl.—Both Xl~and
X2~ arenowto retreated as dkposable constants; the problem is then
essentially the same as that encountered in Step (1) of the design pro-
cedure described at the beginning of this section.

We have already seen how a tit can be sought for a given value of
X,~—for example, X~~—by a process that begins with the construction
of a corresponding curve-for example, RjO) . . . R~). To make the
same test for another value of Xl~—for example X~~—one would similarly
construct another curve, R$O) . . . R~). Unfortunately, this is not
of the same form as the first curve; the actual construction of this curve
is not to be avoided, though it can be made relatively easy by methods
to be described.

The problem is then to be solved as follows. On a transparent over-
lay, construct a family of curves R(o) . . . R@j for sufficiently closely
spaced values of X 1~, and for X2~ = O; label each curve with the corre-
sponding value of Xl~. Now suppose that, by translating the overlay
to the right by an amount pa and upward by an amount X2. (as read
on the scale of q), the curve of this family labeled Xl~ can be brought into
coincidence with a part of the curve pb = ybz on the nomogram. Then
the given function can be generated by a linkage with the given con-
stants AX1, AX2, and bl; this linkage would be characterized also by the
constants Xl~, XZ~, pa, @Z thus determined.

The essential features of the nomographic method should now be
evident to the reader. To find the three-bar linkage with given AX1,
AXZ, b1, which most accurately generates a given function (wI PI), one
constructs on an overlay a family of curves corresponding to Xz” = O and
to various values of Xl~. Moving the overlay over the nomogratn, one
seeks the best possible fit of a curve of this family to a curve of the ybz

family on the nomogram. The displacement of the overlay necessary
to produce thk fit determines X2~ and pa for the linkage; the choice of
curves for this fit determines Xl- and pbz. The error in the resultant
mechanization is directly evident in the failure to obtain an exact fit
between the overlay and nomogram curves, and is measured by their
vertical separation. The steps involved in this process will be discussed
in detail in Sees. 5.11 and 5.12. After the method of improving the
choice of bl has been described in Sec. 5“13, the whole procedure will be
fully illustrated in Sec. 5.14.

5.11. Adjustment of b2 and a, for Fixed AX1, AX2, bl.—We shall now
describe in full detail a practical procedure for the construction of the

-— — —---- -
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overlay mentioned in Sec. 5“10 and its use in determining the best values
of b~ and a.

Constru.ct~on oj the Overlay.

(1) Choose a spectrum of values of XI,

which fills the entire range from Oto 360° at intervals 3 small compared to
AX1. One should choose ~ as the difference in X between consecutive
curves on the nomogram, or a multiple of this, so that there will be on the
chart a curve corresponding to each value X!). Usually ~ = 10° is
sufficiently small; J = 5° is possible with the chart plotted from Table
B.1.

(2) As the spectrum of values of pl, take

# = m ((33)

with r= 0,1, . ..n. Since these values should fill the range AX 1,one
must have nh = AXI.

(3) Compute the corresponding spectrum of ~z:

# = ($4$0,) “ d’. (61)

Using the same scale as the ?-scale of the nomogram, construct this
spectrum as a series of tiny holes along a straight line on a strip of paper
(see Fig. 5.15). On this strip mark the index r for each of the lines of the
spectrum; indicate by an arrow the direction of increasing pt.

(4) Fasten over the nomogram the material on which the overlay is
to be constructed—for instance, a piece of tracing paper. Copy onto
the overlay all the points P@J at which the contour pb = @1 is inter-

sected by the lines X = X~’. (Figure 515 shows the complete contour,)

Mark the points P(’J on the overlay with the subscript s. AlSO COPY

onto the overlay the lines q = O, P = O. This position of the overlay
will be called its starting position.

(5) Draw on the overlay the vertical lines pp = ~p(’j through all
points P(’). These are the spectral lines for the variable pp. The Over-
lay can now be separated from the nomogram.

(6) Place the strip of paper carrying the spectrum q;) on the overlay,

along each line of the spectrum Pp(a), making the arrow point downward
and the first point p~o)of this spectrum coincide with the point P~’). For
each such position of the strip, mark on the line pp = @sJ of the overlay
the positions of the points & on the strip, labeling each with the corre-
sponding value of r. These points we shall indicate as

Py)Py’ . . . P$@ . . . P#.

(7) Starting at each point P(n) on the overlay, pass a curve succes-
sively through the points P(’), P~+l), P~+2),. . . P:+’), . . . P$+’).



134 THE THREE-BAR LINKAGE [SEC.5.11

This family of curves weshall call theplusfarnily. Itis unnecessary to
use a French curve in this construction; it is sufficient to connect the
points by hand with straight lines, in order to make clear the way in

Fm. 5.15.—Scale andoverlayfor6rst application of the nomographic method,

which they are associated. The plus family of curves appears as con-
tinuous lines in Fig. 5.15.

(8) Again, starting with each point P@J on the overlay, pass a curve
successive y through the points P(a), P~–ll, Pg–2) . . p$a-r) . . p;–n).

This family of curves (dashed lines in Fig. 5.15} we shall c~ll’ the minus
family.

This completes the construction of the overlay. As will appear from
our later example, construction of the complete overlay is not always
necessary.

We must now examine the significance of the curves thus drawn.

(1) The successive points P@, P(+’), . . . P(a+n), represent, by their
distances from the lines p = O and q = O, the values of pp and q, for a
sequence of values of XI: X~), X~+lI, . . . By Eq. (54) these points also
correspond to the sequence of values of PI: O, Pjl) . . . P$”), for the case
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in which XI~ = Xr) and the identification of hl and HI is direct. In
particular, P(+) represents the values of pp(’) and q!) when Xl~ = X~).

(2) The separation of the points on the strip corresponding to qj”’ and
w represents, on the same scale, the value of # — ~!”) = &). BY

~q. (54) this is also the value of X~j if X,- = O, and the identification of
h, and H’, is direct.

(3) The point ~~+’) thus corresponds to pp = pp(’) and has as its v
coordinate [by Eq. (57)]

(r) _ x;; =VI —N1

for the case in which X1~ = Xy), x~~ = O, and the identification of h,
and HI is direct.

(4) We thus see that the curve of the plus family passed through the
points P(’), P~+l), . . . 5’+’), . . . P~~”J on the overlay corresponds to
the sequences of values

xl: Xy), Xy+l), . . . Xy+’), . . . Xy+”),

PP: /JP(0),/JP(l), . . . PP(’), o . . PP(-),

7: ‘0) —M, . . . —d% . . . —d%—72L7?

for the case described under (3).
(5) The sign of q can be reversed by rotating the figure through 180°

about the axis q = O. Thus if the overlay as constructed ~s turned jace

down by rotating d through 180° about the axis T = O, then the curve of the
plus family labeled with ans gives the relation between m. and ~p for the
case in which Xl~ = XY), Xzm = O, and the identification of hl and HI is
direct.

(6) In the same way the reader will be able to show that, with the over-

lay turned jace down as above, the curve of the minus family labeled with
ans gives the relation between m~and pp for the case in which X lU = X~),
X2. = O, and the identification of h, and Ill is complementary.

Cse oj the Overlay.—With the overlay face down on the nomogram
and the line T = O horizontal, a fit is sought between any curve on the

1 overlay and a line pb = pbz of the nomogram. If a fit is found, the
constants of the linkage are determined as follows:

(1) AX,, AX,, Kbl have been previously chosen.
(2) pb, is read from the curve of the nomogram with which the fit is

found.
(3) pa is the shift of the overlay to the right needed to establish the

fit. It may be read at the intersection of the line P = O of the overlay
with the pp-scale on the nomogram.
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(4) Xa~ is the shift of the overlay upward needed to establish the fit.
It maybe read at the intersection of the line q = Oof the overlay with the
q-scale of the nomogram.

(5) If the fit is established in the plus family of curves, one has ,
X,. = s~, s being read from the overlay curve with which the fit is made.
The angles w and Xl will increase together; this, of course, is o.Zwagstrue
of pz and X2.

(6) If the fit is established in the ruinus family of curves, one has
Xl~ = s6, Xl~ = S6 – AXI. The angle WIwill decrease as Xl increases.
The linkage and the associated scales are then completely determined.

The actually generated values of TZwill not be q~~,since these were
computed on the assumption that X2. = O; instead, they will be

which can be read directly on the nomogram scale. If the fit is estab-
lished on the upper half of the nomogram, qz is greater than zero and the
generated function belongs to the positive branch; if the fit is established
on the lower half of the nomogram one has to do with a negative branch.

Usually the fit obtained between the nomogram and overlay curves
will be only approximate. The constants determined alone will then not
all be mutually consistent, unless the approximate fit is so made that the
error vanishes at the extreme values of X 1 and X2. This is easily done
when monotonic functions are being dealt with; in other cases one should
remember that when five of the design constants have been fixed the
others must be determined by appropriate calculations rather than read
as above.

5.12. Alternative Methods for Overlay Construction.-Modifications
of the above procedure are necessary when use is made of a nomogram
like Fig. B.1, which includes only the range from q = 0° to q = 180°.
The missing portions of this chart can be constructed as mirror images
of the part shown; or, more conveniently, the same effect can be obtained
by appropriately turning the overlay.

For example: To construct the points P(’) on the overlay, copy the
points P(o) to F’(16J(assuming 6 = 10°) from the nomogram, and draw the
reference lines. Then turn the overlay face down by rotating it about
the line q = O, and copy the same points onto the overlay. The points
thus constructed are in fact P(o), P(–lJ, Pt–z), . . . P(–is), and should be
so labeled.

In the curve-fitting process described above, with the overlay face
down, the lower part of the nomogram will be missing, and direct fitting
to functions of the negative branch will not be possible. One can, how-
ever, turn the overlay again (so that .it is now face up) and seek a fit on

I
I
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the upper part of the nomogram. It must, of course, be remembered that
readings made on the q-scale (for instance, readings of XZ~) must then be
taken with a minus sign.

When pb, >0, an overlay constmcted as described above becomes
excessively large; another modification in the overlay construction then
becomes convenient. It will be noted that if the lower half of an overlay
is turned ab~ut the line q = O, the point P$–a) will be brought into
coincidence with the point Pf’, and the point P$–’) will lie as far above

‘g) lies below it. We shall speak of these points in their new posi-P~) as P,

tion as the “transferred points”; they extend through. the “transferred
region” of the overlay. These transferred points can be constructed
directly by the method described above with the one change that, in
locating the transferred points ~~–s), ~j–’), . . . &, one places the
point pjo) of the spectrum strip on the point P$’) with the arrow directed
upward before copying off the succession of points Pjo), p$l), . . . q$’].

In working with this transferred region one must remember that it is
equivalent to a normal region turned face down. When fitting curves in
a normal region, one turns the overlay face down and reads values
directly from the q-scale of the nomogram; when fitting curves in the

transferred region, one uses the overlay face up. The plus and minus
families of curves in the transferred region are most readily identified by
turning over the overlay.

5.13. Choice of Best Value of bl for Given AX,, AXz.—In the preced-
ing sections we have seen how to find the elements of a three-bar linkage
which gives an approximate mechanization of a given relation,

P2 = (WIP1) “ p], (53)

when AX 1, AX2, and fib I are specified in advance. We have now to con-

sider the problem of finding an appropriate value for b I when only AX I
and AX2 are specified.

A method of trial and error is obviously applicable, One can carry
through the above process for an arbitrarily chosen ~b,; if an acceptable

fit is not found another value can be chosen for ~bl and the process

repeated, until a good fit is found or the useful range of pb I has been
covered. Fortunately it is necessary to try only a relatively small
number of values, such as @l = —0.5, —0.2, 0.0, 0.2, 0.5, to determine
roughly the value of pbI or to establish that the proposed type of mecha-
nization is not appropriate.

Such a process of repeated trials can be abandoned as soon as even a

poor approximate fit is found between the overlay and nomogram curves.
Usually one finds at least a very rough fit with the first chosen value of
pbl, and can begin to apply a second method—one of successive approxi-
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mations. Let the linkage that gives the 6rat rough fit be characterized

by the constants

Axl, AX2, Pb!l), @\l), P@, (62)

of which the last two have been found by the process already described.
Now let us consider the problem of similarly mechanizing the inverted

function

w = (PIIP2) “ pa, (63)

with PZplaying the role of the input parameter, IP1the role of the ouput
parameter. The parameters P1and P2will then be interchanged through-
out the previous discussion, P1 varying with the angle Xz, w with the
angle Xl. The linkage that mechanizes this relation will be the same as
that which mechanizes the original relation, Eq. (54), except that input
and output are interchanged. If Fig. 5.1 represents the linkage for Eq.
(54), the linkage for Eq. (63) can be obtained from this by mirroring it in
a vertical line, along with the associated scales for pl and 92. This new
linkage differs from the old in that BI and A z are interchanged, as are
AX I and AX2; X,” is replaced by 180° – XW, XZ~ by 180° – Xl~. As
for the constants ~bl, pbz, pa, we note that interchange of B1 and At

carries
Al

w = 10g’O X2

into

log,o .* = – loglo : = –ld)l,

and conversely, while

(64)

(65)

(66)

becomes

10f4%)‘lO+ww)l“’b2-”a-pblo ’67)
Distinguishing the constants of the inverted linkage by a tilde, we may
write

I.LG= —pbl, (68a)
pbl = —pa, (68b)

L& = pbs — pa — pbl, (68C)
~, = AX,, (68d)

and so on.
In attempting to mechanize Eq. (63) one might apply the nomographic
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method as before, choosing arbitrarily a value of & and finding corre-
sponding values of y;z and @. However, – ~aflj is a known first approxi-
mation to the desired value of p%>,and an appropriate choice for the fixed
value of this quantity. We therefore take

-(2) = _ ~a(l),pb ~ (69)

and by the nomographic method determine the corresponding constants
-(z) in the mechanization of the inverted problem. This mecha-pb~z)pa

nization of the relation between w and w must be at least as good as
that described by the constants in Eq. (62), since it is chosen as the best
of a farnily of linkages which includes the mirror image of that first
linkage; usually it is much better. From these constants one can then
obtain second approximations to the constants required for the direct
problem:

pa(2) = _ #&:) = #a(l) >
pb;z) = — @c2), (70)
~bjz) = pb\2)— pa(z) — ~b;z).

The values of pbl and ~bz have been improved; the value of pa was frozen
in passing to the inverted problem, and is hence unchanged.

We can now return to a consideration of the problem as first formu-
lated. It is obviously desirable to take –@(2) = pb~z) as the chosen
value of pbl; repetition of the curve-fitting process leads to a still better
mechanization of the relation between PI and P2, characterized by the
constants

pb\3)(= –@t2)), pb!f), pa(3J.

Thus by alternately considering the problem as formulated in Eqs.
(53) and (63), and applying the methods of Sees. 5.11 and 5.12, one
obtains successively better approximate solutions, which usually con-
verge rapidly to a limit. The method is less laborious than might at first
be supposed, since the constants to be expected in all solutions but the
first are known approximately, and the complete overlay need not be
constructed.

It will be found that if one obtains a fair fit with a given pbl, one will
obtain also a reasonably good fit with —~bl. On application of the
method of successive approximations, these two approximate solutions
usually lead to two different solutions of the problem, which are equivalent
neither with respect to the residual error, nor with respect to mechanical
qualities. These two possibilities should receive separate consideration.

6.14. An Example of the Nomographic Method.-As a first example
of the nomographic method, we shall apply it in attempting to mechanize
the function presented in Table 5“1 in both direct and inverted forms.
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TABLE 5.1.—GIvEN FUNCTIONSFORTEE EXAMPLZ

(P21W1)

w,
degrees

0.0
22,3
34.1
43.6
52.1
60.0
68.3
75.9
83.1
90.0

n,
degrees

o
10
20
30
40
50
60
70
60
90

(wllfP.)

n,
degrees

0.0
3,4
9.0

16,9
26.6
37.7
50.0
62,6
76.1
90.0

W3,
degrees

o
10
20
30
40
50
60
70
80
90

This tabulated function is in fact the one generated by athree-bti
linkage with the following constants:

X,m = –170°, AXI = 90°, Xzm = 16&, AXZ = 90°,
pbl = O, pa = –0.286, ~bz = 0.0367,
B, I (71)

=1, “= 1.932,
B,

x T &
= 2.102.

In applying the nomographic method we shall assume the ideal values for
the angular travels,

AX1 = AX2 = 90°, (72)

but shall begin by choosing a value of pb, which is not the best:

pbjlJ = –0.1. (73)

In this way we can make particularly evident the convergence toward the
best constants that is usually afforded by the method of successive
approximations. A second and quite different example, without this
ad hoc character, will be found in Sec. 6.4.

Following the steps outlined in Sec. 5.11, we proceed thus:

(l), (2) In tabulating the given function, ~ = 10° has been chosen as
sufficiently small compared to the ranges of Xl and X2; this will permit
use of Fig. B-1 (folding insert in back of book) in applying the method.
In mechanizing the function in the direct form the spectrum of values of
pl is 0°, 10°, . . . 90°. We have here n = 9.

(3) The values of q:) appear in the first column of Table 5.1. Using
the q-scale of the nomogram, we transfer this spectrum of values to a strip
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of paper, as illustrated in Fig. 5“15. The direction of increasing ~ is
shown by an arrow.

(4) Tracing paper is used in making an overlay. This is taped to the
nomographic chart, which should be made on cardboard, and 36 points,
from Pc-laj to P(+l’J, are constructed and marked with the proper value
of s (Fig. 5.15). The reference lines are traced onto the overlay.

(5) The vertical lines of the spectrum Pp(s) are omitted from Fig. 5.15
for the sake of clarity.

(6) Placing the zero point of the strip successively on each of the
points P(”), with the arrow directed downwards, the 36 points P~) are
located and labeled with their r-values. (In first approximations one can
sometimes skip half the values of r and half the values of s.)

(7), (8) The plus family of curves is now sketched (full lines in Fig.
5.15) through points with r-values successively increasing by 1 as s
increases; curves of the minus family (dashed in Fig. 5.15) pass through
points with r-values successively increasing by 1 as s decreases. The
complete family of curves is shown in the figure. This is really unneces-
sary, since one can tell at a glance that some of them cannot lead to a fit.
In particular, since q~) is a single-valued function of s, one could here
omit the numerous curves that have infinities in their slopes.

The overlay is now turned about the horizontal reference line and
translated over the nomogram until a fit is found—a quite satisfactory
fit, as it happens, between the overlay curve s = – 16 of the plus familY
and the curve pbz = 0.075 on the nomogram. Figure 5.16 shows, on the
nomogram grid, the construction of the particular overlay curve for which
the fit was obtained, and the position of fit on the chart (dotted curve at
lower left). The fit has been made exact at the ends. The overlay curve
then deviates downward from the nomogram curve; on a large chart it
can be seen that the maximum error in q is a little more than one degree.
The reference lines on the overlay are also shown in the position of fit.

The elements of the linkage are thus established:

pb~l) = – 0.1, as assumed.
~~iu = 0.075, read from the nomogram curve on which the fit was

made.
~a(o = – 0.265, read at the intersection of the vertical reference line

with the pp-scale.
x~~ = – 202.5° or + 157.5°, read at the intersection of the horizontal

reference line with the q-scale. (When this reference line falls
off the nomogram, as it would here, an auxiliary reference line
on the overlay can be used.)

X~~ = – 160° = s~, since the curve that gives the fit is of the plus
family.
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By Eq. (56) we have (using the upper signs in the first equation, since the
fit was obtained with a curve of the plus family)

w = Xl + 160°,
pa = x2 – 157.5°. (74)

These last equations represent the given function with errors visible as the
vertical separation of the fitting curves in Fig. 5“16. Since the fit is exact
+30

0“

-30”

-60”

~

-90”

-120’

-130”

-1s0”

-210”
w

FIG.5.16.—Construction of overlay line and position of fit in fist application of the
nomographic method. In the position of fit the overlay curve lies slightly below the
contour @J = 0.075.

at the ends of the range of Xl, the travels of both input and output of the
linkage as designed will have the required value, 90°. (It is not necessary
to make the fit exact at the ends, except perhaps in the last stage of the
design process. In earlier stages one can often accelerate convergence
on the ideal constants by seeking a good fit on the average rather than an
exact fit at any given points in the range.)

As a check it is useful to make a drawing of the linkage, showing the
cranks in their extreme positions (Fig. 5.17). The distance A fl) between
the crank pivots may be taken as the unit of length; the relative crank
lengths are drawn in as

(75)
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The constancy of the required length of the connecting link,
B~ ~~1) ~~1)
Ajl) = ~“~

= log(~z(l)-ufl))= loO.a10= 2188, (76)

provides a check on the quantities determined in the fitting process.
Of the constants thus determined for the linkage, b, has been held at a

preassigned value, but the others have taken on values that are good
approximations to those known to give an exact fit. Such behavior
is of course essential if the method of successive approximations (Sec.
5.13) is to be effective. We now apply this method to the improvement
of the linkage design.

Fm.

\
\

\
\

\ \
\

\
\

\ ‘i
NJ

5.17.—First approximate linkage for mechanization of the given function, Table 5.1.

The roles of w and qs are to be interchanged throughout our next
treatment of the problem. The inverted function has already been
given in Columns 3 and 4 of Table 5.1. Now ~ is to be associated with
the parameter Xl of a new linkage; to remind us that this is a parameter
of the inverted problem we shall distinguish it by a tilde: XI. Similarly
pl is to be associated with the parameter ~z in the new linkage.

According to Eq. (69) we should begin the process of mechanizing the
inverted function by choosing ph~z)= 0.265. To facilitate construction
of the overlay we shall use an approximation to this:

Yi)~2)= 0.25. (77)

Such rounding off of values is generally useful in practical design work;
we have here deliberately done it in such a way as to retard rather than
accelerate the convergence of the method.

We know that the linkage to be designed will not be very different, in
its dimensions and in the arrangement of the scales, from that of Fig.
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5.17. It must, however, cliffer from that linkage by reflection in a
vertical line, since the pivots are to be interchanged; and it may cliffer
also by reflection in a horizontal line. One can determine whether or not
this additional reflection is involved by examining the ql-scale, which, by
the convention introduced in the discussion leading up to Eq. (56), must
increase in the direction of increasing ~z. In the present case it is

‘\

I“\“~fib=Q.25

1

‘\.

\o
\

~

u ‘2

.3

.4

.5

.6

.7

.0

.9

evident that the two linkages must
differ also by a reflection in a horizontal
line; the appearance of the new linkage
will then be that of Fig. 5.17 turned
upside ~own. One must accordingly
expect X 1~ = –20°, and on the overlay
will need to construct only a few curves
of the plus family with s = —2.

Figure 5.18 shows the nomogram
curve pb = 0.25 used in construction of
the overlay, and the few lines of the
plus family that need to be drawn. It
is obvious that a good fit can not be
obtained with curves for which q is not
a single-valued function of p. The
curve s = —2, for which we expect this
fit, is, however, essentially single-valued.
The retrograde portion of this curve

,. closely overlaps the rest of it and is noFIQ. 5.18.—ScaJe and overlay fol
second application of the nomographic bar to an accurate fit; its ~resence indi-
method.

. .
cates ordy that q2 may reverse its

direction of change as the linkage operates.

When the overlay is turned about a horizontal line and moved over

the nomogram a very accurate fit can be found between the overlay line

s = —2 and the line pbz = 0.275 of the nomogram, in the position indi-
cated in Fig. 5.19. Also shown are the usual horizontal reference line
and the auxiliary reference line Pp = 0.3, which appears also in Fig. 5“18.
From the position of fit we read the following values of the constants:

‘(z) = 0,25,~bl as assumed,
‘(’4 = 1).275,~bz

J@) = 0.011,

t

(78)
jf~~ = 50

x!: = _@.

Since the fit was obtained with a curve of the plus family, we have

@=xl+20°
~1=x2_ 5”.’ }

(79]

I
I
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To make more evident the change in constants due to this second
calculation, we can rewrite the above results in terms of the constants of
the uninvested linkage. Remembering that the t\vo linkages differ, in
this case, by reflections in both horizontal and vertical lines, we have

x, = x, – 180°, 2, = X, – 180°,
X,m = X,m + 180°, X,m = ~,m + 180°.

90”

60”

v

30°

0°

-30°
0:2 0:3 0;4 0:5 0:6

PP
FIG. 5.19.—Position of fit in second application of the nomographic

By use of these relations and of Eqs. (68), we have

jtby) = –0.011,
JLby = 0.014,
pa<21= —0.25,
x~~ = _ 1750,

I

(81)
x~~ = l~oo,

B~
= 0.9975,

A;2)
= 1.778,

~
A\2) ~ A~2) = 1.837.

1
These quantities represent distinct improvements over the first

approximate values, except for ya (2J(which was rounded off in the wrong

direction and not allowed to improve during the second fitting) and the
ratios A .JA I and Bz/A 1 (which depend upon paj). In particular, the
value of ~bl deviates from the ideal by only one-tenth as much as the value
initially assumed. It is evident that a second application of the nomo-
graphic method to the mechanization of the given function in the direct
form, with pbl = – 0.011, would lead to values of the constants very near
to the ideal.

THE GEOMETRIC METHOD FOR THREE-BAR LINKAGE DESIGN

We shall now discuss a geometric method for the design of three-bar
I linkages for which the input travel AX1 is not fixed but may be treated as

L________————.—..

(80a)

(80b)

method.

. ....=
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a variable parameter. This isaless common problem than that solved
by the nomographic method, in which both input and output travels are
treated as fixed ; nevertheless, themethod isanecessary and frequently
useful complement to the nomographic method.

The basic problem treated by the geometric method is that of finding
the three-bar linkage with given values of AX2 and BZ/A 9 which most
accurately generates a given function. In essence, the method is one
by which a rapid comparison can be made between the desired and the
actual positions of the input crank, for a series of positions of the output
crank, for any given linkage of a large family. This comparison is made
so easy that it becomes a relatively simple matter to find that linkage
of the given family which gives the best fit. This solution can be
improved, if desired, by a method of successive approximations like that
employed with the nomographic method: the values of Bz/B1 and AX1
determined by the first application of the procedure are treated as fixed,
and the initially chosen values of Bz/A 2 and AX2 improved by a second
application of this procedure to the inverted function; then BZ/Bi and
AXI are readjusted, and so on. When this method is employed, no
constant of the linkage is held at an arbitrarily frozen value.

5.16. Statement of the Problem for the Geometric Method.-The
problem to be solved by the geometric method is that of mechanizing a
given functional relation,

(82)

as accurately as possible by a three-bar linkage with given output travel
AX2 and given crank-link ratio B2/A,.

A linkage will generate a relation

x, = (X,1 X,) . x, (83)

between its input and output parameters; it will constitute a mechaniza-
tion of the given function if there exists a linear relation between the
parameters Xl, X2 and the variables m, X2:

xl – Xp = kl(m – Z\’J)), (84a)
X2 – Xf) = IC4Z2 – Xy). (84b)

Here Xio) and Zi” are corresponding values of Xl and xl, X$” and Z!”
corresponding values of X2 and X2; Zjo)and z~o)do not stand in any neces-
sary relation to the limits of the interval of definition in Eq. (82).

In the problem at hand one knows both

AXZ = XZ~ — Xz., (85)
and

AX2 = x2df – X2. (86)
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The magnitude of .k, is thus determined:

147

(87)

Also, it will be noted that a positive sign of kt implies direct identification
of the homogeneous parameters hz and Hz corresponding to X2 and Xt; a
negative sign implies complementary identification. As in Sec. 5.9 we
can, without loss of generality in the design process, assume direct
identification of hz and Hz, while admitting either direct or comple-
mentary identification of hl and HI. Thus kz may be considered as
completely known,

kz = ~, (88)

but ki is unknown both as to magnitude and sign. The fixed parameters
of the problem are thus Bz/A a and kz; attention will be focused, in the
actual design process, on the adjustment of Al/A z, B1/A Z, and k 1.

5.16. Solution of a Simplified Problem.—As in the case of the nomo-
graphic method, we first consider a simplified problem in which there are
only two adjustable parameters. Here we shall treat Bz/AtJ k,, and k,

as fixed, and seek the best possible fit of the generated to the given func-
tion by adjusting A l/A* and BJA z. We reserve for Sec. 5.17 an explana-
tion of the method for varying kl.

To solve this problem we choose a spectrum of values of the variable
xl:

2$’), l+), . . . ,Zy), ..., &),

extending through the interval of definition of Eq. (82). Equation (82)
then defines a corresponding spectrum of values of X.Z:

Z\O), Xp, . . . , x:), ..., ,@ .

Since both kl and k2 are known, Eq. (84) would define corresponding
spectra of Xl and X2, if there were not present the unknown additive
constants X~O) and X~O). Given values of these constants, one could
compute X~) and X:), and make sketches showing, for each T, the corre-
sponding positions of the input and output cranks, each in its correct
relation to its own zero position. Now, even though X~O)and X~O)are
unknown, one can still compute such quantities as

One can thus make a sketch showing the relative positions that the input
crank must have for a sequence of values of T, and a sketch showing the
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corresponding relat~we positions that the output crank must have, if the
given function is to be generated. Figure 5.20 shows such a set of relative
positions for the input crank, represented by the radial lines B~J from
thepivotpoint S1. Theorientation ofthisfigure with respect tothe zero
position of Xl-or, to put it another way, the direction on this figure of
the line ~ between the crank pivots of the linkage-is unknown, since
it depends on X\o). Similarly, Fig. 5“21 represents, by the radial lines
A:) from the pivot point S,, the corresponding relative positions of the

F-7x”’’-’”

FIQ. 5.20.—The radial lines represent a series of relative positions of the input crank of a
three-bar linkage.

output crank; in this figure, too, the direction of the line ~ between
the pivots of the linkage cannot be specified, since it depends on Xj”).

Figures 520 and 521 can be combined into a single figure representing
a sequence of corresponding crank positions in the desired linkage, by
placing them in proper relative positions. What the required relation.
ship of these figures should be we do not yet know, but we do know
enough about its characteristics to help us in finding it. For it is evident
that (1) if the crank lengths A z and Ill are laid out on the same scale, and
(2) if the relative positions of the two figures are correct, and (3) if the
given function can actually be generated by a linkage with the given
BJA ~, kl, and kg, then the distances between the ends of the cranks, in
all corresponding positions, must be constant, and indeed equal to B2
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on the chosen scale. By applying this idea one can determine the rela-
tive positions of F@. 5.20 and 5.21 which correspond to that three-bar
linkage (with the given constants) which most nearly generates the given
function; from the combined figure one can then read off the constants
of this linkage. To understand how this can be done we consider Figs.
5.20 and 5“21 in more detail.

The length Az of the output crank has been taken as the unit ~,
length in both Figs. 5.20 and 5.21. In Fig. 5.21, the points P(o), . . . ~ ,

FIO. 5.21.—The radial lines represent a series of relative positions of the output crank
of a three-bar linkage: the circles represent correspOndinspOssiblepOsitiOnsfOrthe r~Ote
end of the connecting link.

p(r), . . . , P(-I, rePre~ent a sequence of positions of the pivot T2 between

the output crank and the connecting link. In Fig. 5“20, one cannot con-
struct corresponding definite positions for the pivot T1 since the crank
length B1 is unknown; instead, there is shown a sequence of circles of
different radii, each of which defines, by its intersections with the radial
lines, corresponding positions 62(0), . . . , Q(r), . . . , Q(n), of this pivot
when the input crank has the appropriate length.

In Fig. 5.21 there has been constructed about each point P(’) a circle
c(,) hating as its radius the known length 1?, of the link; the remote end

of the link, the pivot Tl, must lie somewhere on this circle. If it is

possible to generate the given function by a three-bar linkage with the
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given constants, it must now bepossible to place Fig. 5“21 on Fig. 5%3in
such a way that point Q(o) lies on the circle C(o), point Q(l) on circle C(l),
and so on, as shown in Fig. 5.22. The value of A I in the required linkage
will then be the length of SW!%on the common scale of the figures; the
value of B1 will be the radius of the circle on which the points Q(o), . . . ,
Q(”), . . , Q(n) lie; and successive configurations of the linkage will be
defined by the points S1, S2, Z’(o), Q(o); S1, S2, P(l), Q(’); etc.

— ——

F1~. 5.22.—Relative positions of Figs. 5.20 and 5.21 corresponding to a thre+bar linkage
generating the given function.

In practical terms, the geometrical method of solving our restricted

problem may be summarized thus:

1.
2.
3.
4.
5.

6.

Choose a spectrum of zI.
Compute the spectral values of G, Xl – Xio), X2 – XjO).
Construct Fig. 5.21 as a chart, on a sufficiently large scale.
Construct Fig. 5.20 as a transparent overlay, on the same scale.
Move this overlay freely, using both translation and rotation, over
the chart, seeking a position such that the circles (Y”), C(’), . . . ,
C(n) pass through the points Q(’J),Q(l), . . . , Q(m),on some circle
of the overlay. (In making this fit it may be necessary to consider
each overlay circle in turn.)
If a fit is found, the unknown constants of the link can be read off,
A l/Az as the distance S,S2, Ill/A, as the distance SIQ(0),. and
X1*, X,~ as the corresponding angles in the combined figure.
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7. If only an approximate fit is found, the error in the input angle, for
any given value of the generated output angle, can be read as the
angle subtended at & by the arc from the corresponding Q point
(for example, Q(’)) to the intersection of the corresponding C circle
(C(T)) &th the ~rc ‘-. Thus one shotid seek a position of the
overlay which makes these errors as smaU as possible, and deter-
mine the constants of the linkage as above.

It will be evident to the reader that a change in sign of k~ will leave
Fig. 5.21 unchanged, but will produce the same effect on Fig. 5.20 as
turning the overlay face down. A tingle overlay, used face up or face
down, thus suffices for a given Iklj.

6-17. Solution of the Basic Problem.—We now turn to the basic
problem of the geometric method, that of obtaining the best fit of the
generated to the given function by simultaneous variations of three
parameters of the linkage, keeping fixed the values of BJA * and k,. l%is

can be accomplished without any essential complication of the procedure
described in Sec. 5.16, by making a special choice of the spectrum of XI.
This has also the advantage that the overlay corresponding to Fig. 5.20
then has the same form for all problems and can be used again and again.

Let the spectrum of values Xr) be chosen as

Xf’ =
g’–l *

Zio) +=. , T=o, l,-. .,n, (90)

where 8 and 9 are constants such that all values XT)lie within the range of
definition of Eq. (82). Equation (89a) then becomes

(91)

The separations of consecutive spectral values X~J, the angles between
successive positions of the input crank, will then change in geometrical
progression. I?i,gure 5.20 has, in fact, been drawn for such a case.

So long as k, is unknown, one cannot construct an overlay like Fig.
5.20. To overcome this difficulty we construct an overlay, Fig. 5.23, on
which appear radial lines L(t) with separations

y(t+l) _ y(f) = ~gt, t=o, 1,2, ””.. (92)

(In principle, the sequence of t’s might start with other values than O;
such cases can be reduced to the above by changing the choice of a and

1,

renumbering the lines.) Let us consider the n + 1 lines of this system

I labeled t = s,s+l, .-, ,s+ r,... ,s+n, with separations

y(sir+l) - yb+r) = ~g’a . @- (93)
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These will have thesame separations as, andcanbe identified with, the
lines B~m,11~’), . . . , B~), . . . , EY’IJ,provided

k,a = aga (94)
or

(95)

Thus by identifying various lines L(u) of Fig. 5.23 as the line B~O),one can
in effect assign to kl any value given by Eq. (95) for an integral s. The

FIG. 5.23.—Overlay for the geometric method.

overlay is completed by the system of concentric circles which appea
also in Fig. 5.20; it is used in the same way as that figure.

The procedure is then as follows:

ws

(1) Choose a spectrum of values z~)) as given by Eq. (90). It is

usually satisfactory to take g = 1.1; 6 may be positive or negative and

should be so chosen that n, defined by

(96)
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lies in the range between 8 and 12. It is advantageous to choose the
sign of 8, and the corresponding value of x~”, so as to make the spectrum
of values x!) as evenly spaced as possible. Thus in the case illustrated

t in Fig. 5.24a, in which dxZ/dxl decreases as xl increases, it is desirable to
choose Zjo) at the lower end of the range of z I and to make 6 positive;
when dxz/dzl increases as xl increases, as in Fig. 5.24b, z(o) should lie
at the upper end of the range of xl and 6 should be negative.

(2) Compute the corresponding spectral values of X2 and X2 – X~Ol,
using Eqs. (82) and (84b).

I &>g 6<0
(a) (b)

FIG. 5.24.—Choice of z,(o) and 6 to make the spectral values z, @Jas evenly spaced as
possible.

(3) Construct a transparent overlay similar to Fig. 5.23, with succes-
sive radial lines at angles

(97)

measured clockwise from the zero line. The value of g must be the same
as that chosen in Step (1); a may be chosen arbitrarily but should be
small. Figure 5.23 has been drawn with g = 1.1, a = 1°. Label each
radial line with the corresponding value of t.

(4) Using the spectral values of X2 – XL’), construct a chart corre-
sponding to Fig. 5.21. The length of the crank, A z, should be one unit
on the scale used in constructing the overlay. Lay down the successive
crank positions, A ~), and about the end points P(’) construct circles C(r)
with the known radius Be.

(5) Place the overlay on this chart, face up, and seek a position for it
such that the (n + 1) circles, Cc”), C(l), C@J, on the chart pass through
(n + 1) points Q(a), Q(S+’), . . . Q@+”) on the overlay in which a circle
of the concentric family, labeled B1, intersects n + 1 consecutive radial
lines, L(”), L(”+l), . . . L(a+n).
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In seeking this fit one has to consider:
a. All possible positions on the chart of the point S1 of the overlay.
b. All orientations of the overlay—i.e., all values of s.
c. All circles of the concentric family.

The problem is not as difficult as it might seem. Let the point S1 of the
overlay be placed in a fixed position on the chart. Each circle of the
overlay wilf be intersected by the C circles in a sequence of points which
will be unchanged by rotation of the overlay. Unless successive intervals
between these points change in geometric progression, by a factor g, there
is no possibilityy of obtaining a fit by turning the overlay. Thus, for each
position of the overlay center S,, a quick inspection of the spacings of the
intersections of the two families of circles will suffice to determine whether
there is any chance of a fit on any circle of the overlay. By a systematic
survey of this type one can reject large areas of the chart as possible
positions for S1.

When a sequence of intersections has been found in which the intervals
change in about the right way, it becomes worth while to turn the overlay
until the radial lines in the region of intersection have similar spacings—
for example, until ans is found such that circles CC”jand C@j pass through
the points Q(s) and Q@+”), respectively. This configuration will corre-
spond to a linkage in which the errors in the generated function would
vanish at the ends of the range of xl; the errors in the generated function
in the intermediate range are evident, being measured by the angular
distances on the overlay between the points Q(S*) and the intersections
of the circles C(’) with the B 1 overlay circle. With practice one rapidly
develops a technique for improving this fit by smaller adjustments in the
position of S’,, with corresponding rotations of the overlay.

(6) If an acceptable fit is not found with the overlay face up, turn
the overlay face down, and repeat the process.

(7) When a fit has been found, the elements of the linkage can be
read directly on the overlay scale; B1/A j is the value of B for the overlay
circle on which the fit is obtained, and AI/-4 z is the value of B for the
overlay circle that passes through the point LS’Zon the chart. Limiting
configurations of the linkage are evident from the arrangement, and
values of Xl~, Xz~, and Xl~ can be read.

Figure 5“22 actually represents an application of this method, since
Fig. 5-21 is, in fact, the portion of Fig. 5.23 in which s changes from 22
to 30. A full example of the method is presented in Sec. 5.19.

5.18. Improvement of the Solution by Successive Approximations.—
A first solution of the problem of mechanizing a given function can be
improved by successive applications of the geometric method, in essen-
tially the same way as with the nomographic method.
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The first approximate solution will have been found with fixed values
of the constants AX2 and B2/A 2. The first of these constants may be

determined by other factors in the problem, but the choice of the second
will have been to some degree an arbitrary one. If the choice of Bs/A Z
was very unfortunate, the fit obtained may be so bad that the process
must be repeated with another value of this constant. In most cases one
will find a reasonably good mechanization of the function—one which is
at least sufficiently good to serve as a guide in finding a better one. In
particular, note should be taken of the values found for the constants
B2/B1 and AX1 of this linkage.

Now let us consider the inverse of the function of Eq. (82),

*1 = (X11X2) “ X2, (98)

with X2 treated as the input variable. Interchanging the roles of z, and
Xz in Sees. 5.16 and 5.17, one can apply the geometric method to the
mechanization of this relation and thus obtain a second mechanization
of the original relation. The inverted problem differs from the original
in the interchange of B1 and Az, Xl and 180° — X2 (cf. Sec. 5“13). Thus
it is evident that appropriate choices for the fixed constants of the new
problems are

(99)

If the conditions of the problem dictate a special choice of AX2, one
should treat A~j2) = AX!’) also as a constant; the problem is then that
discussed in Sec. 5.16. [It can, of course, be treated by the method of
Sec. 5.17, with s restricted to a constant valu~ determined by Eq. (94)
or Eq. (95)]. In other cases one will treat AX1 as a variable parameter
in the inverted problem. In any case the inverted function will be
approximated by a linkage selected from a family which includes the
mirror image of the original linkage; the fit, if properly made, must be at
least as good as that found as a first approximation, and will usually be
appreciably better.

A thkd approximation can then be found by returning to the considera-
tion of the ~ninverted function and applying the geom~tric method with
the fixed constants

(100)

\
As a rule this process converges toward a certain optimum solution of

the problem. It is to be noted, however, that there maybe several such

—.— .—-
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approximate solutions within the class of three-bar linkages; which of
these is found will depend upon the initial choice of Bt/Az and AXZ.
When one finds a mechanically unsatisfactory solution of the problem, it
is usually profitable to start the process again with a different value of
B,/A*.

In applying the geometric method it will be found that the values of
AX1 and AXZ converge more rapidly to a limit than do the ratios of the
sides of the quadrilateral. It is therefore suggested that this method be
abandoned as soon as the values of AX1 and AXZ are sufficiently well
determined, the calculation being completed by the nomographic method.

6.19. An Application of the Geometic Method: Mechanization of the
Logarithmic Function.-We shall now apply the geometric method to the
mechanization of the logarithmic function

X2 = loglo Z1 (101)

in the range

1< ZI<1O, O<z, <l. (102)

In terms of the homogeneous variables

xl—l
h, = ~, (103)

h~ = x2, (104)

the relation to be mechanized becomes

h, = log,, (9h, + 1). (105)

Since the logarithmic function is of the type illustrated in Fig. 5.24a,

we shall choose a positive ~. The spectrum of values of the homogeneous
variable hl can then be written as

hf) = (),

. . . . . . . . . . .

hy).=.~~–1 k

. . . . . . . . . . .

h~)=gn– l.&
g–1

(106)

We shall choose g = 1.1, n = 10. Solution of the last of Eqs. (106),
with hf’) = 1, gives

8 = 0.0627. (107)

The values of h~) can then be computed by Eq. (106), and the correspond-
ing values of h:) by Eq. (105). The resulting values arc shown in
Table 5“2,
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TAZLE 5,2.—SPECTRAL VALUES FOR TEE LO~AEITEMICRELATION

r

o
1
2
3
4
5
6
7
8
9

10

h~)

O.0000
0.0627
0,1318
0.2077
0.2912
0.3830
0.4841
0,5952
0,7175
0.8520
1.0000

h?)

0,0000
0.1943
0.3397
0.4578
0.5588
0.6481
0.7289
0.8032
0.8726
0.9379
1.0000

If we express this relation in the inverted form, treating ZZ or hz as the
input variable, the function is of the type shown in Fig. 5“24b. In
mechanizing this by the geometric method the spectral values of hz
should be chosen with 6 negative. Distinguishing by a tilde the spectral
values required in this inverse mechanization, we have

(108)
. . . . . . . . . . . . . .

@)=l+c_ 6=0.
g–1 )

With g = 1.1, n = 10, as above, one finds, on solving the last of these
equations, the same magnitude as before for 8:

6 = –0.0627. (109)
Thus

~y) = 1 _ ~y); (110)

the corresponding values of @, computed by Eq. 105), are shown in
Table 5.3.

We begin mechanization of the relation in the direct form by choosing
arbitrarily

B~l)
~ = 1.25; AX~l) = 100°. (111)

The overlay required for the work is determined as soon as g and an
arbitrary small angle a are chosen; with a = 1° it has the form shown in
Fig. 5“23. The chart to be constructed depends, however, on the
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TABLE5.3.—SPECTRALVALUESFOETHELOGARITHMICRELATIONININVERSEFORM

9’

0
1
2
3
4
5
6
7
8
9

10

T(7) I i [r] \ 55° x L:),,,:

I.0000
0.9373
0.8682
0.7923
0.7088
0.6170
0.5159
0.4048
0.2825
0.1430
0.000o

particular problem here considered.

,“,
degrees

1.0000 55.0
0.8506 46.8
0,7092 39.0
0.5777 31.8
0.4572 25.1
0.3489 19.2
0.2533 13.9
0.1711 9.4
0.1018 5.6
0.0451 2.5
0.0000 0.0

On this chart (cf. Fig. 5.25) the
lines A~) radiate from the point S2, making angles h~JAXZ = h~)lOOO
with the zero line. The points P{’) lie on these lines at unit distance from
S2. About each of these is drawn a circle C@J with radius

B,
— = Bz = 1.25.
A,

This completes preparation of the equipment. The overlay is now
placed face up on the chart, and it is found (as shown in Fig. 5.25) to be
possible to make the circles C(’) pass, approximately, through the points
Q(o) . . . Q(’0) at which the interpolated circle B = 0.95 on the overlay
(dashed circle in Fig. 5“25) intersects the radial lines L(”) to D“). The
fit, however, is rather poor at the points Q(’) Q@J, Q(’). In addition, the
Iinkage would be mechanically unsatisfactory because of the small angles
between the output crank and the link at small r, and between the input
crank and the link at larger. (The extreme configurations are indicated
by dashed and heavy solid lines in Fig. 5“25.) The fit could be improved
by the method of Sec. 5“18, but the approximate solution thus found
would probably have the same unsatisfactory mechanical characteristics.
No satisfactory fit can be obtained by turning the overlay face down.
We therefore repeat the process with another choice of B,/Az.

We now try
B&l)
~) = 1.8, AX~l) = 100°. (112)

The overlay is unchanged, and the chart is changed only in that the
circles C(’) have the larger radius Bz = 1.8. The same chart can thus be
used again, with the new circles drawn in ink of another color. A more
satisfactory fit can now be obtained, this time with the overlay face
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down (Fig. 5“26); the circles C(’) to C(’O) pass very nearly through the
points Q(”) to Q(L”), at which the overlay circle B = 1.2 intersects the
radial lines Lt’s~ to L(”). From this figure one reads the constants of
the linkage:

gJn B\])
= 1.8; ~ = 1.2;

Ajl)
Ajl) — = 1.79.A(J) (113)

2
Hence

(114)

The angle AX1 can be measured on the overlay, but is even more
easily obtained as the difference of tabulated values of 1’{~1:

AxI = Y@*) – Y(a). (115)

These values are given, for the overlay Fig. 5.23, in Table 5.4. In the
present case

AX, = Y(”) – Y(”) = 89.54° – 34.52° = 55.02°. (116)

TABLE5.4.—Y(~),FORg = 1.1, a = 1°

t
Y(t),

t
Y(t),

t
Y(t),

t
Y(t),

degrees degrees degrees degrees

o 10.00 10 25.94 20 67.27 30 174,49
1 11.00 11 28.53 21 74.00 31 191.94
2 12.10 12 31.38 22 81.40 32 211.14
3 13.31 13 34.52 23 89.54 33 232.25
4 14.64 14 37.97 24 98.50 34 255.48
5 16.11 15 41.77 25 108.35 35 281.02
6 17.72 16 45.96 26 119,18 36 309.13
7 19.49 17 50.54 27 131.10 37 340.04
8 21.44 18 55.60 28 144.21 38 374.04
9 23.58 19 61,16 29 158,63

Although the linkage thus obtained is not mechanically satisfactory

when r is small (xl and X2 near their lower limits), we attempt to improve

it by application of the geometric method to the inverted function, with

~~’) Bjl)
_— = 1.5~ – B~l) (l17a)

and
Aj@ = AX~lJ = 550. (l17b)

A completely new chart must be constructed, with radial lines A~) making
angles @A~2 = %~).55° with the zero line; the required values will be
found in Table 5.3. (It must be remembered that in this inverse problem
~, and ~z vary together, as do ht and l%,. In the procedure, %~) now
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takes the place of hf); the values of ~~~ have been so chosen that the
differences increase in geometrical progression and correspond to succes-
sive lines on the overlay. ) The points P(’) are constructed at radius
~~a = 1, and about these are drawn circles C(’) with radius ~~’) = 1.5
(Fig. 5.27). When the overlay is placed on this chart, face up, the
circles (W can be made to pass very nearly through the points Q(r) at
which the circle B = 0.75 intersects the radial lines L( Is) to L (Ze); on a
larger scale it can be seen that the fit is perhaps a little better than that
obtained in the preceding step, but the accuracy obtained in both cases
is about the best that can be expected of
reads from the figure

the geometric method. One

1 hence
@

= 2.0.
jj\2) (l18b)

The input angular range is

Aj@ = Y(28) – Y(18) = 8861°. (119)

In terms of the constants of the uninvested problem the above results
become

and
AX\2) = 88.61°. (121)

The values of Bf)/A\2J and AX~2) are not very different from those of
Eq. (112), with which we started; it is evident that the solution is not far
from the best “one-or, at least, the best one with approximately these
constants. It is therefore reasonable to fix on definite travels,

AX1 = 55”, AXZ = 90°, (122)

as sufficiently close to the best values, and to determine a final design
using the nomographic method.

The reader will find it a useful exercise to carry through this step,
using the procedure of Sec. 5.11.

We have, by Eq. (51),

pl = hl .55°, (123)
p~ = h~ .90°.
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TABLE5.5.—SPECTEALVALUESOFTEEPAEAMETEES

T

o
1
2
3
4
5
6

# ,
degrees

h?)

0 0.0000
10 0.1818
20 0.3636
30 0.5454
40 0.7272
50 0.9090
60 1,0908

h;)

O.0000
0,4209
0.6306
0.7715
0.8777
0.9627
1.0341

+&,
degrees

$

0.0
37.9
56.8
69.4
79.0
86.7
93.1

To make it possible to use Fig. B.1, we choose ~ = 10°, though, in view
of the small-value of AXl, it w-ouldbe better to use ~ = ~. T-he spectral

10

/

U
\ 0’ -90”
\.’ o“O&

o
-116.5-

0.5 =Xz=Iogloxl

\
Fm. 5.2S.—Approximate mechanization of z~ = log~oz~.

values P!) and #, computed with the aid of Eq. 105, appear in Table
5.5. The choice of pb, suggested by the last application of the geometric
method [Eq. (120)] is

()B:,)J& = loglo ~, = – log,, (1.39) = –0.143 = –0.15. (124)
1
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Only a few lines need be drawn on the overlay. Picturing the mirrored
form of Fig. 5“27 with S’1 to the left of S2, one sees that the scales of ~
and X2 increase together, whereas PI and Xl increase in opposite senses;
the fit is to be expected with an overlay curve of the minus family,
probably with s = 15, since Xl~ = 150°.

Choosing
pbl = –0.15,

we find
~bz = 0.283,
pa = 0.260,

Xuf = St = 150°,
X,m = –116.5°.

Hence

(125)

~= 0707 B, =1919 Al

A, “ ‘ x“’ x
= 1.8X),

and finally

!

(126)
Q= 1055 ~= 0550
A, “ ‘ A, “ “

The linkage is sketched in Fig. 5.28. It will be discussed further in a
later example (Sec. 7.8).



CHAPTER 6

LINKAGE COMBINATIONS WITH ONE DEGREE OF FREEDOM

It is only rarely that one can mechanize a given function with high
accuracy by a harmonic transformer or a three-bar linkage. Usually a
more complex linkage must be employed in order to gain the flexibility
required in fitting the given function with sufficient accuracy. Instead
of devising entirely new structures it is better to combine the elementary
linkages; the double harmonic transformer discussed in Chap. 4’is such a
combination. Other useful combinations are the double three-bar
linkage—analogous in structure to the double harmonic transformer-and
combinations of single or double three-bar linkages with one or two
harmonic transformers. Choice of the proper combination should of
course be determined by the type of function presented for mechanization.
Techniques for the design of such linkages will be indicated in the present
chapter.

COMBINATIONOF TWO HARMONIC TRANSFORMERSWfTH A THREE-BAR
LINKAGE

6.1. Statement of the Problem.—The combination of two harmonic
transformers with a three-bar linkage, as sketched in Figs. 61 and 6“2, is
particularly useful when it is desirable to use slide terminals at both input
and output. (In these figures both harmonic transformers are indicated
as ideal; in practice both will usually be constructed as nonideal.) The
input ‘link and the crank R IS I constitute a harmonic transformer that
transforms the homogeneous input parameter HI into the homogeneous
angular parameter O1. The angular parameter corresponding to 0, will
be called Xl (Fig. 6.2); the constants of the harmonic transformer are
then X,n, AX,. (It is important to remember that 01, not H,, is the
homogeneous parameter corresponding to Xl.) The crank T,S,, rigidly
linked to R 1S1, is described by an angular parameter Xt and a homo-
geneous angular parameter 63, which will be identically equal to 01. The
input harmonic transformer thus carries out the transformation:

03 = (03[HI) “ HI. (1)

The cranks TIS, and TJ2, with the link T, TZ, form a three-bar linkage
(constants X,n, AX, = AXI, X,-, AXA, etc.) that transforms the param-
eter Otinto another homogeneous angular parameter,

e, = “(0,[03) o l%, (2)
166
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associated with the angular parameter Xi. The crank R&z, rigidly

linked to 2’,S,, is described by the angular parameter X,, or by the
homogeneous angular parameter 82, identically equal to 04. Finally, the
crank RSZ and the output link form a harmonic transformer (constants
X,., AX, = AXi), which trans-
forms 84 = thinto the homogeneous
output parameter

Hz = (HZ104) .04.

‘3)=

It will be noted that the angles
Xl and X, describing the harmonic
transformers cannot in general be FIG.6.1.—Three-barlinkagecombinedwith

two harmonictransformers.
measured from the same zero lines
as the angles X3 and Xq describing the three-bar-linkage configuration, if
the conventions of the preceding chapters are to be maintained. In the
particular cases illustrated in Figs. 6.1 and 6“2, in which the input and
output links of the transformers are parallel to the line of pivots of the
three-bar linkage, the zero lines for Xl and X, are perpendicular to those
for Xa and Xi.

t t

7fll17ilflJ(fJlJJ~l~JJJ
=.

*. ‘
‘& -._-+

FIQ.6.2.—Combination of three-bar linkage with two harmonic transformers, sketched in
its extreme positions.

The linkage as a whole carries out the transformation

H, = (H21H,) . H,, (4)

where
(H21HI) = (H,lt?,) . (0,103) . (031HJ. (5)

Given a functional relation in homogeneous form,

h, = Ot,lhl) “ hl, (6)

one will wish to find harmonic-transformer functions, (H21191)and (&lH1),
and a three-bar-linkage function, (o4[0s), such that the product operator
(H,]HJ will approximate as closely as possible to (hzlhl), on direct or
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complementary identification of the parameters (HI, Hz) with the
variables (hi, ;L2).

It would be very diffictdt t: find the best approximation to (h,lh,)
within the twelve-parameter family of available functions. The tech-
nique to be described is intended only as a practically useful method for
obtaining a good resuh in a reasonably short time. This involves a
preliminary resolution of the desired operator (HZIH1) into three factors:
two harmonic transformer operators (usually ideal), and a third operator
to be mechanized by the three-bar linkage. When the three-bar linkage
has been designed, by the methods of Chap. 5, the harmonic transformers
are redesigned, almost invariably as nonideal, in order to get a better fit
to the given function. Finally, the over-all error is further reduced by
small simultaneous variations of all constants of the linkage, by methods
to be discussed in Chap. 7.

6.2. Factorization of the Given Function.-A rapid method for finding
a satisfactory preliminary factorization of (H21HJ is essential to the
fiuccess of this procedure. Let Eq. (5) be multiplied from the left by
(0,1H2), from the right by (H,l %). One obtains

(d,le,) = (e41H,) “ (2721HI) “ (H,[03). (7)

Of the quantities on the right, (H,IH,) has a prescribed f orm in the given
problem, and the operators (841H2)and (Hll 0s), though unknown, are of a
relatively limited class—particularly when attention is restricted to the
ideal-harmonic-transformer operators of Tables A“ 1 and A“2 in carrying
out the preliminary factorization. More or less reasonable choices of the
operators (194IHz) and (Hll fk) can be based on consideration of the form
of the given function. One can then quickly determine, by the graphical
multiplication corresponding to Eq. (7), the required form of (Oi(tk).
Inspection of this function will suffice to indicate whether it can be
approximated by a three-bar-linkage function. If so, the constants of
that linkage can be found by the methods of Chap. 5; if not, the problem
must be reconsidered and another choice of harmonic-transformer func-
tions tried. This process of trial and error is not excessively burdensome
since each trial involves only reference to Tables .4.1 and A.2 and a
graphical construction. The speed with which it can be carried out
depends, of course, on the judgment and experience of the designer, both
in selecting the harmonic-transformer functions and in assessing the
possibilityy of mechanizing the derived (84163) by a three-bar linkage.
Some suggestions on the first of these matters are contained in the follow-
ing paragraphs.

It is possible, though not usually desirable, to mechanize a given
function approximately by a double harmonic transformer and to use an
interposed three-bar linkage to make a small correction; it will rarely be



I

SEC.6.2] FACTORIZATION OF A FUNCTION 169

satisfactory to mechanize the given function approximately by a three-bar
linkage and then attempt to convert to slide input and output by harmonic
transformers that make only small changes in the form of the generated
function. Instead, in mechanizing monotonic functions it is better to
make all three components of the linkage combination contribute about
equally to the curvature of the generated function. Perhaps the simplest
way of accomplishing this is to focus attention on the terminal slopes
of the factor functions, which become more and more different from 1
as the curvature increases. When all factor functions are monotonic
one has

the terminal slopes of the generated function are products of the corre-
sponding terminal slopes of the factor functions. For a first orientation,
to make sure that no factor function need have excessive curvature, one
can require that all factor functions have the same terminal slopes:

Specification of both terminal slopes is sufficient to fix the ideal-harmonic-
transformer functions completely; they may be identified by reference to
Figs. 4.17 and 4.18. By use of Eq. (7) one can then determine the
corresponding required form of (OJ163), for examination as to the, possi-
bility of mechanizing it by a three-bar linkage. It is to be remembered
that this linkage must be one of specified angular travels AX3 and AXJ,
these being fixed as the angular travels of the input and output harmonic
transformers, respectively.

If there exists no ideal-harmonic-transformer function with the speci-
fied terminal slopes, or if the angular travels AX, = AX8 and AX, = AX4
are unsatisfactory, one can lighten the restrictions on the terminal slopes
by requiring only that

In addition, any convenient angular travels AX1 and AX, can be specified
and the constants of the two ideal harmonic transformers then deter-
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mined by use of Figs. 4.17 and 4.18. (An example is provided in Sec.
6“3.) The required three-bar-linkage function, found as before, will
again have terminal slopes given by Eqs. (9).

When the given function has one maximum or minimum, at least one
of the three factor functions must also have a maximum or minimum.
Only one of Eqs. (8a) and (8b) can then be valid, and a different pro-
cedure must be employed. It is usually best to choose the output-
harmonic-transformer function as nonmonotonic—that is, to attempt to
mechanize the function by a linkage of the sort illustrated in Fig. 6.2.
The constants of this transformer should be such that the function to be
generated by the other two elements of the combination,

(e41HJ = (%1%) “ (%IHJ = (041H2) “ (H21HJ, (11)

is monotonic and as smoothly curved as possible.
The function (o4IHJ will be monotonic only if the harmonic-trans-

former function (H21~,) has the same values as the given function (H,IH,)

.
FIci. 6,3.—Resolution of a given function

(HzIHI) into an output-harmonic-trans-
former function (Hzl 8J and a monotonic
function (O,IHJ.

at the ends of the range of vari-
ables (Fig. 6.3). This require-
ment fixes the form of (Hzl oJ, and
hence (@,\H,), for any given AXZ;
it remains to choose the value of
this constaut. This should be
done with some attention to
mechanical suitability but pri-
marily so as to assure that (oIIHJ
is a smoothly curved function, as
in Fig. 6.3; it is more important
to avoid points of inflection in
(o,\ZZJ than to make its curvature
small. When (Hzl OJ has been
determined and the corresponding
function (19,1HJhas been obtained
by graphical construction (Sec.
3.4), it remains to resolve this

latter function into the product on one harmonic-transformer function
and a three-bar-linkage function, as expressed in the first part of Eq. (1 1).

As when resolving a given function into three factors, it may here be

desirable to choose the harmonic-transformer factor by reference to its

terminal slopes, fixing

“ (%)..O= [(%).l-O1”’
($O.l-l=[(%)HJ

(12a)

(12Z))
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Ilk will determine the constants of the second harmonic transformer,
and it wifl remain only to work out the required form of the three-bar-
Iinkage function by a second graphical construction. In some cases it will
not be possible to satisfy both of these conditions; one can then, for
instance, satisfy one or the other, and in addition fix AX1.

It is to be emphasized that the preceding paragraphs do not contain
a prescription that assures immediate success, and are intended only to be
suggestive. A satisfactory resolution of the function may be found only
after several trials, in which the designer must be guided by his imagina-
tion and experience.

Sections 6.3 and 6“4 will carry an example through the stages of
factorization of the given function and mechanization of the three-bar-
Iinkage factor, to the point where there is obtained a first approximate
mechanization of the given function by a combination of a three-bar
linkage and two ideal harmonic transformers. In Sec. 6.5 we shall then
return to a general discussion of the next stage of the design procedure
improvement of the fit by introduction of nonideal harmonic transformers.

6.3. Example: Factoring the Given Function.-To illustrate the
details of the method we shall consider again the problem of mechanizing
the tangent function, but through a wider range of variables than was
attempted in Chap. 4:

X2 = tan xl, 0< X, <80°. (13)

As usual, we introduce homogeneous variables,

111= *,

h2=—
5.;;13”

TABLE6.1.—z* = TANz,, O S z, S 80°, IN HOMOGENEOUSVAKUABLES
h,

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0.95
1.0

h,
O.0000
0,0248
0,0506
0.0785
0.1102
0.1480
0.1958
0.2614
0.3615
0,5427
0.7072
1.0000

(14a)

(14b)
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Equation (13) then becomes

h, = 0.17632 tan (h, . 80°) = (h,lh,) oh,. (15)

This function is tabulated in Table 6.1 and plotted, as the desired
(H21H,), in llg. 6.4. The terminal slopes, obtained by differentiating
Eq. (15), are

()dh,
= 0.246,

()

dh,

Z2 hs-O %2 by-l
= 8.165. (16)

We first consider the possibility of applying Eqs. (9) in factoring this
monotonic function. This would require

~+)@4=0=(*)HI=O=‘0246)”‘06n) (17a)

@),,=, =(&)~,=,= (8.165)~ =2.013. (17b)

Inspection of Figs. 4.17 and 4.18 shows that there exist no ideal-harmonic-
transformer functions with the required terminal slopes; it is necessary
to use the lighter conditions of Eqs. (10), which become

()dH2

m “=0 = (0.627)’ = 0.393,

(-)

dH,
(18a)

df3a e-o

(-)

dH,

de, eel

()

= (2.013)2 = 4.057.
dH,

(18b)

z 9.1

In addition, values can be assigned to AX1 and AX2. If one requires that
AX1 = AX2, the problem becomes identical with that discussed in Sec.
4.11. Applying the method of solution described there, one finds, for
example, the fofiowing sets of constants that satisfy Eqs. (18):

1. AX1 = AXZ = 90°, X1m = – 7.5°, X2rn= –67.5°.
2. AX, = AX, = 100°, X,~ = – 17.5°, X2m = –70°.

Other sets of constants with AX1 = AX, are easily found by the same
method; a slight and obvious modification of the method is required
if one wishes to have AX1 # AX2. For a first trial we shall choose
AX1 = AX2 = 100°, these values being both mechanically satisfactory
and especially convenient for the computations to be made. Then the
harmonic-transformer functions to be used are
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(Hllo, ): –17.5° S X, s 82.5°,
(11,/11, ): ~70° SX,~300.

These functions are plotted in Fig. 64, the first as a set of encircled
points, the second as a continuous curve.

The desired form of the three-bar-linkage function can now be com-
puted by application of Eq. (7), or some equivalent equation. As is

0.9

0.8

0,7
0

0.6

0.5

0.4

bf2i~1J (H1I q

v
o Q.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 M)

FIG. 6.4.—I&oIution of the tangent function, (Ht\HJ, into a product of hmmmnic-
transformer functions, (H,l 0,) and (r9,1HJ,and a function (0.1E%)that is to be mechanised
by a three-bar linkage.

usually desirable, in Fig. 6.4 we have plotted all functions with the

O-scale horizontal. (Systematic use of this convention helps to prevent

mistakes and nakes easier the change to nonideal transformers.) To

make use of these plots in a graphical construction for (Oil0s) we must, in

effect, solve an equation that involves harmonic transformer functions

only in the form (HI 0). This we can obtain by multiplying Eq. (7) from

the left by (lYJ OJ:

(HJL) “ (0,16,) = (H,p7J “ (H,\eJ. (19]
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The product on the right can be formed by graphical multiplication of
known operators, as in Fig. 6“4, where construction of the rectangle
0 + A * B * C leads to location of the point C on the (unplotted) curve
representing this product. A corresponding point F on the curve of

(0410J is then found by graphical solution of Eq. (19), through construc-

tion of the rectangle C’ + D * E + F. It is, of course, unnecessary to
locate point C. The complete construction for the point F of the function
(oAIo,), corresponding to the poiat O of the function (HIIos), then involves
(]) construction of a vertical line through the point O, and (2) location
of the point F by construction of the lines O * A * B - D ~ E + F.

The complete curve (0,10,) shown in Fig. 6“4 is quickly determined by
repeated application of this construction. It appears to be a function
that can be mechanized by a three-bar linkage. We therefore tentatively
accept the resolution of the given function as satisfactory, and turn, in
Sec. 6.4, to the problem of designing the corresponding three-bar-linkage
component.

6.4. Example: Design of the Three-bar-linkage Component.-We
have now to consider the problem of mechanizing a function, given
graphically in Fig. 6.4, by a three-bar linkage with fixed angular travels,

AX, = AX4 = 100°. (20)

Since both angular travels are fixed, the nomographic method must be
used in determining the other constants of the linkage. Although this
method has been illustrated in Sec. 5.14, it may be desirable to show all
stages of the procedure also in the present case, which differs from the
earlier example in that the method of successive approximations described
in Sec. 5.13 converges very slosvly. This example will also seine to
illustrate the fact that a given function can often be mechanized by
several quite clifferent linkages, among which one must make a choice
on the basis of mechanical suitabilityy.

The function to be generated by the three-bar linkage, as read from a
carefully constructed chart, is given in Table 6“2 in both the direct and
the invemed form. The variables used are not the homogeneous variables
8, and 0,, but the angular variables [cf. Eq. (5.51)],

PI = AX393, (21a)
P2 = AX413.i. (21ZI)

(It is to be remembered that in this example X8 will replace the Xl of
Sees. 5“7 to 5“13, and Xi will replace X,.)

We begin by taking

@\’) * -0.2, (22)

the usual first choice of the author,
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TABLE6,2.—GIvENFUNCTIONFOETHEEXAMPLE

(Ad

V2,
degrees

0.0
6.7

12.6
18.5
24.7
32.1
40.7
51.3
65,5
82.5

100.0

w,

degrees

0.0
10.0
20.0
30.0
40.0
50.0
60.0
70.0
80.0
90.0

100.0

(91144

PI,
degrees

0.0
15.5
32.4
47.3
59.2
68.9
76.4
82.8
88.6
94.3

100.0

V2,

degrees

0.0
10.0
20,0
30.0
40.0
50.0
60.0
70.0
80.0
90.0

100.0

Choosing b = 10°, n = 100°/10” = 10, we find the values of q~) and
9:) in C!olumns 1 and 2 of Table 6.2. Construction of the overlay

follows precisely the steps described in Sec. 5“14 and need not be explained
here. On turning the overlay face down on the nomographic chart, a
satisfactory fit is found between the curve s = —8 of the minus family
on the overlay, and the curve pbz = 0.075 supplied by interpolation
on the nomogram. Figure 6.5 shows on the nomogram grid the con-
struction of the particular overlay curve for which the fit was obtained,
and the position of fit on the chart. The fit is exact at the ends, very
good for the larger values of pp and the smaller values of X3, and some-
what less satisfactory for the larger values of X3. The reference lines
of the turned overlay are also shown in the position of fit.

The elements of the linkage are thus established:

/J)\l) = -0.2, as assumed.
~b~l) = 0.075.
~a(l) = 0.~7, read at the in~mction of the veflical reference line

with the pp-scale.
X~~ = – 7.2°, read at the intersection of the horizontal reference line

with the q-scale.
x\~ = –80°. (s6 = X,., not Xti, because the curve that gives a

fit is of the minus family.)
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By Eq. (5.56) we have (using the lower signs in the first equation because
the fit was obtained with a curve of the minus family)

PI = —X3 — 80° 1 (23a)
P2 = X4 + 7.2°. (23b)

30” I \ I I II 1/ Ihv x

01 I /1 II ! II I I\l Ik 1/

-0:5 - oh -0:3 -02 -91 ‘ +0:1 +0’2 +Oi +0.4 +0.3
:

FIG. 6.5.—Mechanization of the tangent function: First application of the nomographic
method. The dashed line is the interpolated contour Mb= 0.075.

Equations (23) are only as exact as the fit obtained. Since the fit is
exact at the ends of the range of X3, the input and output travels of the
linkage as designed will have the required value, 100°. The pl- and
Os-scales will increase with decreasing Xa, and p~, @i, and Xt will increase
together.

As a check, the linkage is drawn as in Fig. 6.6, which shows the cranks
in their extreme positions. The distance A ~1)between the crank pivots is
taken as the unit of length; the relative crank lengths are drawn in as

B~l)
AT

= 1041 = 10-0.2 = o.&o, (24a)

Ail)
~

= lo–~ = 1O–IJ.ZOT= 0.6~. (24b)

I
(
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The constancy of the required length of the connecting link,

%=(%)(%)= lo,(b~d c 10–0.132= 0,TS6, (25)

provided a check on the quantities determin~d in the fitting process.
The fit obtained with this first value of I.A, is so good that one cannot

expect it to be changed greatly by further calculations. Nevertheless, we
now attempt to improve it by the process of successive approximations,
interchanging the roles of 91 and q.w The inverted function (Sec. 5.13)
has already been given in Columns 3 and 4 of Table 6.2. We begin the
process of mechanizing this by taking

the approximation being close enough for the purpose at hand.

Al-l
t’
I I
t 94

X3M=-80”

g
0“

$

FIG. 6.6.—Mechanization of the tangent function: First three-bar-linkage design.

We know that the linkage to be designed will not be very different
from that of Fig. 6“6 reflected in a vertical line. For the inverted prob-
lem we must then have XW = – 170°, s = – 17. (The fit will again be
found in the minus family of curves.) Thus only a few lines need be
drawn on the overlay.

Figure 6.7 shows the construction of the overlay line for which the
best fit is obtained (s = – 17 in the minus family, as predicted), and the
position of fit with the turned overlay. This overlay lime is peculiar in
that it abruptly reverses its trend at the point P~-l’, with the result that
P#ln and P~–lg) fall together; this, however, is not an indication of any

——
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peculiarity in the linkage. From the position of fit we read the following
values for the constants:

‘m = —0.2, as assumed,@l
~b~z)= 0.025,
@2) = (),200,

~,~ = – 93.8°,
X3,1 = – 170°,
f,m = – 270°, i
@

3!2)
= 10-0.2 = (),63()

4(21

$,
= 10–0.2 = (3,630,

fij2)

~ = 10–0.176= 0.668.
1

(27)

Since w and P2 have interchanged in this problem, Eq. (5.56) becomes

P2 = –X3 – 170°
q = X4 + 93.8°. (28)

When the fitting process is carried out on a large scale it can be seen that
these constants give a fit good to within 1°.

To make more evident the change in constants due to this second
calculation, we rewrite the above results, using Eqs. (5.68) and the
obvious relations

(30)

To throw Eq. (28) into a form comparable to Eq. (23), one must also
remember that X8 in the inverted problem corresponds to Y 180° — X4 in
the direct problem, and X4 corresponds to + 180° – X8. We have then

w = –Xa – 86.2° > (31a)
@2 = x4 + 10.OO. (31b)
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Figure 6.8 shows the mirror image of the linkage described by Eqs.
(27) and (28)—that is, the linkage described by Eqs. (30) and (31).
Direct comparison can then be made with the linkage of Fig. 6.6, with
respect to which this is supposed to be an improvement. The scales of
X3 and ~s in these figures are mirror images, as are those of X, and ~,,
but the scales of th and e,, which alone are of real interest, are almost the
same.

It will be observed that our consideration of the inverted problem has
led us back to the initially assumed value of pb,; indeed, all constants of
the linkage are essentially the same in the second approximation as they

Fm. 6.8.—Mechaniz8tion of the tangent function: Second three-bar-linkage design.

were in the first. This, together with the good fit obtained, might lead
one to suppose that the initial choice of pbl was unusually fortunate, that
another choice would have been decidedly worse, and that the method of
successive approximations would have led to convergence on the value
~bl = – 0.2. This, however, would be incorrect: we have here a case in
which a good fit does not depend upon a particular choice of pbl, and the
method of successive approximations converges very slowly, if at all.
For example, if we had chosen Pbf) = –0.3 we would have found a good
fit for pa(’) = 0.314. Passing to the inverse problem, we would have
assumed ~~~~ = —P’lJ = —0.314 and then found pb~2) = —PCV2) = —0.3,
very closely indeed.

Convergence to a definite value of pbl is here so slow as to be undetecta-
ble in a graphical method, and is not of any practical importance for
obtaining a good fit. It will, however, be observed that there is one
constant which is the same in all these linkages:

I
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or
I.& + pa = 0.01, (32a)

()

B,
log,o --& = 0.01. (32b)

It is evident that to obtain a good fit to our given function one must have
the crank lengths very nearly equal. Any adjustment of parameters

r, .

1s0”1i , , ! 1 1 [ 1 II I 1!/ 1! I JInrv””r

‘+. l/- I x L.--Y. II II

L{* I l\ [ II {/ IAV A A ~1 \_&i

-0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0 +0.1 +0.2 +0.3 +0.4 +0.5
w

Fm. 6,9.—Mechanization of the tangent function: Third approximation of the nomographic
method.

which tends to disturb this relation—for instance, change of a when bl
is fixed-will lead to very little improvement in the over-all fit, even
though it might result in a marked improvement in some other constant
of the linkage. The ideal method for adjusting constants in this problem
would be one in which bl + a could be treated as fixed and the other
constants varied. This is, however, a matter of rather academic interest
as the fit already obtained is quite satisfactory.

Thk same given function can be mechanized by other radically
different linkages. As noted at the end of Sec. 5.13, before accepting any
design one should seek a solution of the problem with ~bl of the opposite
sign—in this case positive. Trial of pbfJ = 0.2 leads to so poor a fit
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that it is uncertain what value of pa is really best.
desirable to try another value of pb~lJ. We take pb~’)

[SEC.6.4 ~

In such a case it is
= 0.4. The curves i

of the plus family labeled s = 9 and .s = 10 then give the best fit, but an
intermediate overlay curve, s = 9.5, is appreciably better. Figure 6.9

FIG. 6.113.-Mechanization of the tangent linkage: Third three-bar-linkage design.

shows the construction of this curve and the fit obtained on the contour
gb = 0.1. The constants of the linkage are

Pbf) = 0.4,
#b\’) = 0.1,
~afl) = –0.686,
X,~ = 326.4° or –33.6°,
X,m = 95°,
By
Ajl) = 2,54,

A ~1)
AT = 4-857
B$
AT = 6“10”

(33)
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Here Xti = sJ, since the fit is found in the plus family. This linkage is
sketched in Fig. 6.10. By Eq. (5.56), using the upper signs, we iind

pl = x3 – 95°, (34a)
92 = X4 + 33.6°. (34b)

The directions of increasing 03 and 194are then those indicated in the
sketch.

In applying the method of successive approximations one would
normally take ~;~z) = —pafI) = 0.686. Insteadz in order to keep within
the range of the nomogram, we shall take @~21 = 0.6. The linkage
generating the inverted function must differ from that of Fig. 6.10 by
reflection in a vertical line, and also in horizontal line, in order that the
scale of the output quantity may increase clockwise (cf. Sec. 5.14). The
fit is to be expected again in the plus family of overlay curves, for

X3. = – 150°,

or p = – 15. It is in fact with this curve that the best fit is found, on the
contour pb = 0.3. This fit is shown in Fig. 6.11, which makes use of the
extension of the nomogram into the range q > 180°. The constants of
the linkage as thus determined are

#ii’”
Z,m

23.

.

.

.

.

.

——

.

.

0.6,
0.3,
–0.435,
279.8°,
150°,

3.98,

2.72,

5.43.

(35)

The form of this linkage, after reflection in vertical and horizontal lines,
is shown in Fig. 6.12, for comparison with Fig. 6.10. By Eq. (5.56),

qz = X3 — 150° (36a)
PI = X4 — 279.;0. (36b)

The scales for Osand 04,as associated with the reflected linkage, then have
the senses indicated in the sketch. The linkage of Fig. 6.12 provides an
excellent fit to the given function, and there is no reason to proceed to a
third approximation, with ~b~3) = – ~dc2J = 0.435.

We have thus mechanized the given function by three-bar linkages
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with @2 <0 and pbz > 0, respectively. Idealfy, either of these link-
ages might be used. Mechanically, the second linkage is much less satis-
factory than the first, both as regards space required and the magnitude
of backlash error (acute angles between the cranks and the connecting
links will tend to magnify backlash). In our further discussion of this
example we shall therefore use
given by Eqs. (30) and (31).

the linkage of Fig. 6.8, with constants
Direct calculation, by the methods of
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\

FIG. 6.12.—Mechanization of the tsngent linkage: Fourth three-bar-linkage design.

Sec. 5.1, shows that this linkage generates the relation between es and
84given in Table 6.3 (cf. Table 6.2).

TABLE6.3.—(0,]f?,) AS GENERATEDBY THREE-BARLINKAGE

&)

0.0
0.1
0.2
0.3
0,4
0,5
0.6
0.7
0.8
0.9
1.0

d“ ,

0
10
20
30
40
50
60
70
80
90

100

x$),
degrees

- 86.2
– 96.2
-106.2
-116.2
-126.2
–136.2
–146,2
–156.2
-166.2
–176.2
–186.2

Xo ,

degrees

–10.10
– 2.80

3.08
8.71

14.66
21.48
29.88
40.80
55.17
7256
88.90

d’)
degrees

–o. 10
7.20

13.08
18.71
24,66
31.48
39.88
50.80
65,17
82.56
98.90

0:) gen.

0.0000
0.0737
0.1331
0.1900
0.2501
0.3190
0.4038
0.5141
0.6592
0.8349
1.0000

0:) given

O.000
0.067
0.126
0.185
0.247
0,321
0.407
0.513
0.655
0.825
1,0000

With the constants as given the fit is not exact at one end of the curve, and
AX, does not have exactly the desired value of 100°. Thk discrepancy
could be removed by readjustment of the constants but will be corrected
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later in an easier way. The generated or) in Column 6 of Table 6.3 is the
homogeneous variable corresponding to the generated P!), rather than
that given by Eq. (21b). The error in this quantity nowhere exceeds 1
per cent of the total travel.

We have thus arrived at a first approximate mechanization of the
tangent function, Eq. (13), by a combination of two ideal harmonic
transformers and a three-bar linkage, with the constants

X,m = –17.5° AX, = AX~ = 100°,
X,m = – 70°, AXZ = AX, = 99°,
X,m = – 186.2°, X,m = – 10.1O,

B,

z,
= 0.630, ‘2

z
= 0.630, “

z
= 0.668.

(37)

The error in this mechanization is most easily determined by extending
Table 6.3 to either side. Using the harmonic-transformer constants of
Eq. (37), one can compute the values of H, and Ha associated with the
tabulated values of % and 01; these can be compared with values of hl and
h, computed by Eq. (15). The resulting values appear in Table 6.4.

TABLE6.4.—(H,IH,) AS GENERATEDBY FIRSTAPPROXIMATELINKAGE

h, = H,

0.0000
0.1317
0.2665
0.4002
0.5288
0.6485
0.7555
0.8467
0.9191
0.9708
1.0000

e, 94

0.0 0.0000
0.1 0.0737
0.2 0.1331
0.3 0.1900
0.4 0.2501
0.5 0.3190
0.6 0,4038
0.7 0.5141
0.8 0.6592
0.9 0.8349
1.0 1.0000

H,

O.0000
0.0358
0,0721
0.1127
0.1612
0.2234
0.3085
0,4300
0.6017
0.8136
1.0000

~y

0,0000
0.0328
0,0688
0.1103
0.1604
0.2247
0.3108
0,4306
0.5965
0.8064
1.0000

0.0000
–0.0030
–o .0033
–0.0024
–0.0008
+0.0013
+0.0023
+0. 0006
–0.0052
–0.0072

0.000o

The over-all error thus remains less than 1 per cent of the total travel.
6.5. Redesign of the Terminal Harmonic Trsnsformers.-The

methods described in Sec. 6.2 will lead one to a preliminary mechanization
of the given function by a combination of a three-bar linkage and two
ideal harmonic transformers. Accepting the three-bar-linkage constants
as fixed, one can then improve the accuracy of the device, and at the
same time bring it into a more satisfactory mechanical form, by redesign-
ing the terminal harmonic transformers as nonideal. The problem of
designing the two terminal harmonic transformers differs but little from
that of designing a double harmonic transformer and can be solved by the
same methods. (Cf. Sees. 4“13 to 4“15.)
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Graph&al Melhod Of Successive Approx~matz2w.-The problem is to
choose operators (031HJ and (Hal04), each characterized by three dispos~
ble constants X~, L, E*, which give the product operator

(H21HI) = (H21e4) “ (84108)“ (e,lHl) (38)

as nearly as possible a specified form. We first try to make (HZIHI)
identical in form with (hll hz) by changing only one of the transformer
operators-for example, (HZ104)—and assigning to (%IHI) its first approxi-
mate form, (o@,),. The required form of (H,IO,) can be determined by
solution of ●

(h,pl,) = (27210,) “ (04103)“ (031H1)1, (39)

by the graphical construction illustrated in Fig. 6.13 (which applies to
the example discussed in Sees. 6“3 and 6c4). A judiciously chosen
approximation to this will be (HZ184)2. The form of (&lH,) required, in
conjunction with this form of (H2IBl), to make the mechanization exact,
can then be determined by graphical solution of

(h,lh,) = (H,164)2 “ (thl%) “ (o,\HI) ; (40)

(031HI)Z is determined as a suitable approximation to this. Next,
(H,I04) is readjusted, and so on until
the fit can no longer be improved or
until the limits of applicability of the
graphical method are reached.

Numen”cal Method.-The numeri-
cal method for the design of nonideal
double harmonic transformers (Sec.
4.15) can be applied to the present
problem without essential change.
In particular, Eqs. (4.89) to (4.97)
are valid here also, provided only
that Ifz (0S) is taken to mean the
value of 112 corresponding to the
specified value of OS; alternatively,
we may consider H2(th) to be an
abbreviation for ~2[04(&)], where

F1o. 6.13.—Graphical construction of the
required form of (Hz!0,).

H2(t?J is defined by Eq. (4”12) and the functional relation 0,(0,) is deter-
mined by the three-bar linkage under consideration, The method will be
fully illustrated in the next section.

6.6. Example: Redesign of the Terminal Harmonic Transformers.—
In continuing the example of Sees. 63 and 6.4 we apply numerical meth-
ods to the redesign of the terminal harmonic transformers. This example
is of special interest in showing that straightforward application of the
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method of Sec. 4.15 does not always lead to a satisfactory result; the
modification required in the present case will be described.

We shall keep fixed all constants of the linkage specified in Eq. (37)
and shall adjust only the constants L1, L2, ET, ET, which characterize the
input and output links.

We shall first of all attempt to make the error in the mechanization
vanish for 03 = 0.2, 0.4, 0.6, 0.8. In Table 6.5 will be found the quanti-
ties needed to give explicit numerical form to Eqs. [4.97). Values of OS
and 64will be found in Table 6.4. Values of H ~ can be found from Table
A*1 by an interpolation between corresponding efltries in the columns
AXi = 100°, X;~ = –20°, and AXi = 100°, Xi~ = – 15°. TO obtain
values of H; would require interpolation in both AX; and 81; it is advisable
to make a direct calculation by Eq. (4.42). The values of H~ and H; in

Table 6.5 have been thus obtained. The f’s have been computed from the

H’s and H* ’s, and the values of dh,/dh, have been comput~d as

()dh~ = 47r
~h~ h,-~, 9 tan 80°

. see’ (80” . HI).

TABLE6.5,—CONSTANTSREQUIREDIN DESIGNPROCEDURE

I
—l—

0.0 0.9468
0.2 0.9989
0.4 0.9124
0,6 0.6978
0,8 0.3809
0.9 0,1957
1,0 0.0000

j,(h)

0.0000
0.3403
0,4101
0.2678
0.0726
0.0121
0.000o

j2(f3J

O.0000
–0.6087
–O .9325
–O .9325
–O .6087
–0.3361

0.0000

H:

0.0000
0.3120
0.5505
0.7962
0.9848
0.9630
0,8094

.f,(o,)

0,0000
0,0501
0.1974
0.4318
0.5757
0.3944
0.000o

j,(h)

0.000o
–o .5073
–O ,8400
– 1.0930
-0.9956
–0.6090

0.0000

(41)

dh,

dh,

o 0000
0.2837
0.4501
1.0115
3.0622
5,399

Equations (4.97) become, for OS= 0.2, 0.4, 0.6, 0.8, 0.9, respectively,

–0.0965a + 0.1727b + 0.0501c – 0.5073d = –0.0033, (42a)
–0.1846a + 0.4197b + 0.1974c – 0.8400d = –0.0008, (42b)
–0.2709a + 0.9432b + 0.4318c – 1.0930d = 0.0023, (42c)
–0.2223a + 1.8640b + 0.5757c – 0.9956d = –0.0052, (42d)
–0.0653a + 1.8146b + 0.3944c – 0.6090d = –0.0072. (42e)

Attempting to reduce the error to zero at the first four values of L9S,we
solve simultaneously the first four of these equations, and obtain

a = 0.0246, b = –0.0206, C= 0.0702, d = 0.0017. (43)

Equation (4.31) gives

g, = 0.6751, g, = 0.4627. (44)
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By Eqs. (4.46) and (4.47) we have then

0.2279
L, = ~,

0.1070
L,=?

bE:=z E;=: (45)

or

L, = 9.264, L, = 1.525, E? = –0.837, E!, = 0.024. (46)

Calculation, by the methods of Table 45, of values of H{, H~, and of
h~”)’(the value of hz corresponding to h, = H;), yields the results shown in
Table 6.6. The over-all error, h’~”) – Hi, of this mechanization is
actually larger than that with which we started, rather than zero at the
chosen values of oS. This is evidently due to excessively large errors in
the approximate linear equations used in the design procedure. In order

TAZLE6.6.—PERFORMANCEOFTEELINXA~E[IZb. (45)]

0.2
0.4
0.6
0,8
0.9

—
H,

0.2665
0.5288
0.7555
0.9191
0.9708

H;

0.2889
0.5602
0.7831
0,9344
0.9785

0.0721
0.1612
0.3085
0.6017
0.8136

H;

0.0746
0.1732
0.3362
0.6398
0.8630

)&)

0.0688
0,1604
0,3108
0.5965
0.8064

0.0753
0.1752
0.3409
0.6469
0.8499

h$QD– H;

0.0007
0.0020
0.0047
0,0071
0.0100

to make a small correction in the over-all generated function we have been
forced, by its peculiar form, to use harmonic transformers that deviate
strongly from the ideal form; h~”)— h~o)’and Hz — H: are large. Accord-
ing to our approximate equations, these large corrections should nearly
cancel, leaving an over-all correction of much smaller magnitude and of
the desired form. Unfortunately, in computing thew large corrections
with the linear equations we have made errors that do not tend to cancel
out-errors that, in their aggregate, are even larger than the difference
that it was desired to compute. Accordingly, the expected accuracy in
the correction has not been realized.

Difficulties of this type can sometimes be avoided by very slight
modifications in the conditions imposed. In the present case, for instance,
one need admit only a very small error at OS= 0.4 in order to use harmonic
transformers that are more accurately described by the linear equations;
the linkage thus designed has a performance much closer to one’s expecta-
tions, and correspondingly more satisfactory.

We desire to make a positive correction at t% = 0.2, a negative one at
OS= 0.6. It is evident, then, that the correction made will tend to be
small at Os= 0.4, whether or not special care is taken with this point.
We shall therefore releaae this point from direct control, and shall solve
the first, third, and fourth of Eqs. (42) for the constants a, c, d, in terms of
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the constant b. (The choice of the constant b for this special treatment is
quite arbitrary.) One finds

a = –0.226 847 – 11.400571 b, (47a)

C = –0.015 059 – 3.980738 b, (47b)

d = 0.048170 + 2.115946 b. (47C)

The error to be expected at O, = 0.4 is 0.0008 plus the quantity on the
left-hand side of Eq. (42b):

~,., = –0.00076 – 0.03895 b. (48)

As one would expect, 80.4is quite insensitive to the choice of b; we can

choose this constant with the idea of getting a good mechanical design,
well described by the linear equations. We desire, then, that -Ll and Lz
shall not be either very large or very small, and that E? and E; shall lie
between zero and one. It follows that a and c should be of the order of
magnitude of 0.1, that b should have the same sign as a, and that d should
have the same sign as c. We can give LI and Lz roughly equal magnit-
udes, and obtain the desired sign relations, by setting b = –0.0135:

a= –0.07294, b = –0.0135, C = 0.03868, d = 0.01960, (49)
L, = –3.1245, L, = 2.7676, ET = 0.185, E; = 0.507.

The expected value of 60., is then –0.0002. The actual performance of
the linkage is shown in Table 6.7.

TABLE6.7.—PERFOE~ANCEOF THELINKAGE[EQ. (49)]

83

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1,0

H:

O.0000
0.1217
0.2504
0.3819
0.5120
0,6361
0.7489
0.8457
0.9219
0.9743
1.0000

O.0000
0.0302
0.0640
0.1036
0.1523
0.2159
0.3037
0.4293
0.6045
0.8170
1.0000

0.0000
0.0001
0.0003
0.0005
0.0008
0.0010
0.0006

–0.0003
0.0005
0,0086
0.0000

The errors due to use of the approximate equations are small, and the
performance of the linkage is satisfactory at the points controlled.
Unfortunately, the error increases rapidly for OS>0.8, and the design can
not be considered acceptable. It is evident that in the design process
more attention must be paid to the error for 03 = 0.9.
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An attempt to control the error at 0, = 0.9 instead of 0, = 0.8, by
using Eq. (42e) instead of Eq. (42d), leads to similar results: one can
actually make the error at 63 = 0.9 very small, but the error at Os = 0.8
takes on a large negative value. An attempt to make the error vanish for
both 193= 0.8 and Os = 0.9, by solving simultaneously Eqs. (42a),
(42c), (42d), and (42e), leads to calculation of the constants

LI = 1.030, L~ = 0.771, E? = –0.171, Et = –0.250. (50)

These values are such that the linear equations can not be expected to be
accurate; the linkage will not give the expected good performance even
at i% = 0.8 and Oa= 0.9.

The case here encountered is in fact one in which adjustment of the
constants LI, Lz, E?, E; can not bring the over-all error within very strict
tolerances, such as f 0.001. Readjustment of Xl~ and XZ~, or even a
new resolution of the given function and redesign of the three-bar-
linkage component, would be required if such accuracy were demanded.
On the other hand, a tolerance of f 0.0025 can be met without such
redesign, by a somewhat different approach.

Our problem is to correct the error appearing in the last column of
Table 64 by making the proper linear combination of four correction

‘unctions’ ‘(~),8f1(8a)1 ‘(%

d~l ,,~2(e3), fs(%), and f,(h). We have

been dealing with special values of these functions as coefficients in
Eqs. (42). These are reproduced, with the error to be corrected, in
Table 6.8. What is required is that we make linear combinations of

TABLE 6.8.—EFLaoR CORRECTION FUNCTIONS

dh,
e, –*f, –G. fl f s fd h~j – H, FI F,

0.2 –0.0965 0.1727 0,0501 –o .5073 –0.0033 –0,0469 –0, 1503
0.4 –0.1846 0,4197 0.1974 –0.8400 –0.0008 –0.0641 –o. 1344
0.6 –0.2709 0.9432 0.4318 –1.0930 0.0023 0.0000 0.0000
0.8 –O .2223 1.8640 0.5757 –O .9956 –0.0052 0.3130 0.1824
0.9 –0.0653 1.8146 0.3944 –0.6090 –0.0072 0.4559 0.1538

entries in Columns 2 to 5, inclusive, with coe5cients a, b, c, d, such that
the sums approximate as well as possible to the corresponding entries
in Column 6. Examination of Table 68 will make it clear that our diffi-
culties have arisen from the attempt to make a positive correction in the
center of the range and a negative correction at both ends, whereas not one
of the error-correction functions changes sign. The error at 03 = 0.6 can
be tolerated; let us therefore make no correction at this point and attempt
only to reduce the errors at the ends of the range. We shall in fact design
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the input and output transformers so that neither changes the generated
function at % = 0.6, taking

b. = E? = 0.2872,
a

(51)

d
= E; = O.395O.

z

The form of the correction made in each terminal transformer (F I and
FZ in Table 68) is thus fixed; it remains to determine the constants g and c
with which these should be added.

Next, let the (approximate) error at es = 0.2 be required to vanish:

–0.0469a – 0.1503c = –0.0033. (52)

The errors at th = 0.8 and 83 = 0.9 will then be

&g = –0.0052 – 0.3130a – 0.1824c = –0.0092 – 0.2561a, (53a)
6,.9 = –0.0072 – 0.4559a – 0.1538c = –0.0106 – 0.4079a. (53b)

It is evident that for best results one must use a negative a, and allow a
negative error at 193= 0.8, a positive one at 93 = 0.9. An appropriate
choice is

a = –0.0306, c = 0.0315. (54)

We thus find as constants for the linkage

L, = –7.438, L, = 3.398, E? = 0.2872, E; = 0.3950. (55)

The performance of this linkage is shown in Table 6.9; it is about the best
that can be attained by adjustment of these four constants.

TABLE6.9.—PERFORMANCEOFTEELINKA.E[Et. (55)]

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0,0000
0.1285
0.2615
0.3948
0.5244
0.6461
0.7555
0.8487
0.9222
0.9734
1.0000

O.0000
0.0324
0.0674
0.1077
0.1570
0,2209
0,.3085
0.4334
0.6075
0.8185
1.0000

h~)r _ Ht
2

0.0000
–0.0004

O.0000
0.0007
0.0015
0.0023
0,0023
0.0008

–0.0015
0.0021
0.0000

!

I
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6.7. Example: Assembly of the Liiage Combination.--The final
step in the mathematical design of a linkage combination is to coordinate
properly its component parts. Careful attention must be paid to sign
conventions and to the varying zero lines from which angles are measured
in the several types of components.

It is safest to begin by sketching the component linkages in their basic
positions. With each component there should be indicated the scales
for the output parameters. In our example the linkages and scales are
fully characterized as follows:
Input harmonic transformer:

X,m = – 17.5°,
AX1 = 100°,

82 increases

Three-bar linkage:

X,~ = – 186.2°,

AX* = 100°,

X,m= – 10.1O,

L, – 7.438,
E? = 0.287,

with X,.

~ = 0,630
A, ‘
Az

x
= 0.630,

B2
z

= 0.668,

Ax, = 99°,
100°. t+ = 86.2° – X3,
99° “ e, = 10.1° + x,.

Output harmonic transformer:

X2* = – 70°, Lz = 3.398,
AX, = 99°, E; = 0.395,

6, increases with X2.

These linkages are sketched in Fig. 6.14; scales of HI, H,, I%, and O, are
shown. There is an adjustable scale constant in the design of each com-
ponent. The scale constants of the harmonic transformers (a and c,
respectively) can be adjusted to control the travels at the input and out-
put terminals; choice of the scale constant of the three-bar linkage (b) is
subject only to considerations of mechanical convenience.

In the linkage combination the readings on the Ot-scales of the input
harmonic transformer and the three-bar linkage must always be the same.
We have designed the two t%scales to cover the same angular range, but
the sign conventions have forced us to allow the &scale of the three-bar
linkage to increase counterclockwise, whereas that of the transformer
increases clockwise. These components might, for instance, be con-
nected by the gearing indicated in Fig. 6.14. On the other hand, the
@l-scales of the three-bar linkage and the output transformer increase

.— ———.. ——
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f33=o.o

gla
~%

0.287g1a)
HI= 0.0 0.5 1.0

L:

1- .—

-..J=oc-

—-

Fm. 6.14.—COII

/’

+

— s bi
\ei i,. ,/’ o.395g2c—

.-
Lponentaof the tangent linkage.

/-17.5”

Fm. 6.15.4ompleted linkage mechanizing zz = tan ZI, O < z, <80°.
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in the same sense; one possible method of connecting these components
I is indicated in Fig. 6.14. This completes the preliminary representation

of the linkage combination.
Finally, one must convert the preliminary representation into a prac-

1
tical design without changing the essential relations of the components.
One possible arrangement of this tangent linkage is shown in Fig. 6.15.
The three-bar-linkage component is rotated through 90° from its position
in Fig. 6.14, largely to gain clarity in the representation. The output
crank of the three-bar linkage and the crank of the output transformer
are made to rotate together as arms of the same bell crank. In order to

I use the same type of connection between the input transformer and the
three-bar linkage, we must reverse the sense of rotation of one or the other

I of these cranks. This can be done by reflecting the input transformer
and its associated scales in a vertical line. The two cranks can then be

I joined into a bell crank, and the linkage appears as in Fig. 6.15.

THREE-BAR LINKAGES IN SERIES

It is not desirable to use harmonic transformers in a computer in which
all variables are represented by shaft rotations since the linear motion of
the input or output slides must then be transformed into a rotary motion
by a rack and pinion; it is much better to take the rotary motion directly
from a rotating terminal. This remains true even when the angular
travel must later be increased since this can be accomplished by gears that
permit a more compact design than the rack and pinion.

For such computers a single three-bar linkage is ideal, except that it
does not permit generation of a sufficiently large class of functions to cover
all practical cases. Systems of two or more three-bar linkages provide
greater flexibility, together with the same satisfactory mechanical
characteristics.

6.8. The Double Three-bar Linkage.-In a double thr~bar linkage,
such as that sketched in Fig. 6.16, the homogeneous input parameter 01
is transformed into an intermediate parameter os by the first three-bar
linkage; this serves as the input to the second three-bar linkage, which
generates the output parameter oZ. In the operator symbolism,

, (0,10,) = (e,le3) . (e,le,). (56)

The three-bar-linkage operators are each characterized by five constants,
(AX,, AX3, bl,, bz,, a,) and (AX,, AX,, b,,, b,,, a,), respectively. Since
the linkages must have a common value of the constant AXS, the number
of disposable constants in the combination is nine, The design problem
is to choose operators (&103) and (OalOl)such that their product (OZIOI)

I approximates as closely as possible to the given function

I h, = (h,ph) oh, (57)
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on direct or complementary identification of the variables 01, 02 with the
variables h,, hz.

Formally this problem resembles closely that of designing a double
harmonic transformer, and the general

approach to it is the same. For in-
stance, one can apply the method of
successive approximations described

e, in Sec. 4.13. In each stage of the pro-
cedure one must then fit a three-bar-
linkage function of specified AX, to a
known function by an application of

F1~.6.16.—Doublethree-barlinkage. the nomographic or geometric method.
Aside from thk increase in manipu-

lative difficulties, the principal difference between this problem and
the earlier one lies in the first step, in which one must make an initial

F1rJ.6.17.—Constanis of a double three-bar linkage mechanizing the logarithmic relation
fOrl<z <50.

choice of one of the factor operators. It is to be noted that this choice
fixes a value of AX~ which will be used throughout the design procedure.
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One can begin by using an operator (0, l&), for example, which by
itself gives a rough fit to the given operator; the second factor will then
serve to make relatively small corrections. This mocedure leads to the
design of combinations if quite different linkages, ~uch as that illustrated
in Fig. 6.16.

A generally sounder procedure is to try to find a combination of more
or less similar linkages which will make roughly equal contributions to the
curvature of the generated function (cf. Fig. 6.17). An appropriate begin-

Fm. 6.lS.—A possible physical form for the logarithmic linkage.

ning is then made by factoring the given operator into the product of two
identical operators W:

(h,ph) = w “ w = w’. (58)

The operator W, called “the square-root operator, ” has been discussed
in Chap. 3, where it has been shown that it is not uniquely determined.
If any one of the square-root operators can be mechanized by a three-bar
linkage m-th equal input and output travels, then two of these linkages in
series will generate the given function. If only an approximate mecha-
nization of W can be found, the corresponding operator can at least serve
M a first approximation to (831d,), with which to begin application of the
method of successive approximations.
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An example of a linkage obtained by use of the square-root operator
W is provided by a patented linkagel mechanizing the relation

X2 = loglo Z1, lSZIS 50, (59)

with an error everywhere less than 0.003 of the output travel. In design-
ing this, a three-bar linkage was used to mechanize, with good approxima-
tion, that one of the square-root operators W which has derivatives at the
ends of the domain. Two such linkages in series gave a mechanization
of the given function which was sufficiently good to permit immediate
application of the methods of Chap. 7 in a final adjustment of the con-
stants of the linkage combination. The final linkage is shown sche-
matically in Fig. 6“17; the component linkages have similar, but not
identical, constants. The angle B of the combination can be chosen at
will. Figure 210 shows the linkage obtained on setting B = – 142°34’.
A mechanically preferable form is that shown in Fig. 618, in which the
two linkages sha;e the intermediate crank:

@=() and 2.37259a =

1A. Svoboda, U.S. Patent 2340350,Feb, 1, 1944.

1.80124b.



fJI14PTER 7

FINAL ADJUSTIVIEMT OF LINKAGE CONSTANTS

7.1. Roles of Graphical and Numerical Methods k Linkage Des@.—

The preceding chapters have been concerned with methods for linkage

design that are largely graphical, rather than numerical. @aphical

methods are easily applied, and have the importarit virtue of making

evident the character of the over-all fit to the given function, not merely

the fit at a selected set of points. Their accuracy, however, is limited;

when high accuracy is required, the tial adjustment of linkage constants

must be carried out by numerical methods because these alone permit

sufficiently careful adjustment of the constants and sufficiently accurate
evaluation of the performance of the linkage.

Numerical methods, on the other hand, tend to be excessively complex,
except when the y relate to changes in linkage constants so small that one
can assume that the error function depends linearly on each of these
changes. Graphical methods are thus very important in making it possi-
ble to find, quickly and easily, a linkage with constants which need to be
changed only a little to bring its structural errors within the specified
tolerances of the problem; it is only at this point that numerical methods
become effective and convenient.

In general, then, graphical methods are desirable for the first stages
of linkage design, which must yield a linkage with small error over the
whole range of travel. The error can then be further reduced by numeri-
cal methods; often it can be made to vanish at several selected points.
This was, for instance, the method employed in Sees. 4.7 and 4.15.

The present chapter will provide a general discussion, for linkages with
one degree of freedom, of the problem of making final adjustmen~s of all
disposable constants of a linkage. It will be a basic assumption that the
structural error at any point is nearly a linear function of each of the
variations of constants to be considered. Thus the discussion will in
most, but not all, cases apply only to small changes of the constants.
Sometimes these methods are convenient even when an improved basic
outline of the system is to be obtained by a substantial change in some
constant. Such may be the case when the graphical method has been so
applied that it does not establish a near optimum design witbin a whole
class of linkages—for instance, when a combination of a three-bar linkage
and harmonic tranaf ormers has been designed with frozen angular travels,

199
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and one must consider the possibility of making fairly large changes in
these travels.

The chapter will conclude with a discussion of a quite different method
of reducing structural errors, which is particularly useful after the usual
numerical methods have been applied: the introduction of small cor-
rections by the eccentric linkage.

7,2. Gauging Parameters.-Let us consider the problem of checking
the performance of a linkage designed to mechanize a given relation
between variables xl and x2:

X2 = (Z21ZJ “ Z1. (1)

The linkage will generate a relation between an input parameter Xl and an
output parameter X2:

X2 = (X2] X,) oxl. (2)

The form -of the operator (X21X1) will depend upon dimensional constants
of the linkage, the precise nature of which we need not specify. We
denote these by go, gl, gz, . . . g~–d. At the input terminal there will be a
linear scale which relates the values of the input variable and the input
parameter:

xl = X!”) + lrl(z, – Zf”)), (3)

X~O)and z~”j being corresponding values of these quantities. At the out-
put terminal there will be a similar scale relating the output parameter to
the actually generated (not the ideal) values of the output variable.
Denoting by xz~these actual output values of the mechanism, we have

X2 = Xp + lr2(z2a – zig), (4)

X~OJand X~~Jagain being corresponding values. The linkage and scales
together generate a relation between z, and x2., which depends on the
constants of the linkage and on the four additional constants, k 1, X!o), RZ,

and Xio), which characterize the terminal scales. These latter constants

we denote also by g~–a, g~–g, g~–1, and g.. We have then

x*C = F(z], go, gl, . . “ 9n), (5) \

a function of the input variable and n + 1 constants of the mechanism.
Perhaps the most obvious way to study the structural error of the

mechanism is to compare the desired and the actually generated values of
the output variable for a spectrum of values of the input variable,

2y), Z\’), . . . ~y).

The corresponding spectrum of values of X2 is determined by Eq. (1):

& = (X2121). Zy); S=o, l,. ..r (6)
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Similarly, Eqs. (2), (3), and (4) determine spectra of values of X,, X,, and
Xti. In particular,

x$’: = F(xy), go, gl, “ “ - 9n); S=o, l,. ..r. (7)

The structural error, ~z2, of the mechanism has the spectrum

&@) = -@: – &; S=o, l,. ..r. (8)

The corrections which one would like to make in the output of the mecha-
nism are the negative of these quantities.

In such a test a comparison of the ideal and the actually generated
values of X2is used as a gauge of the precision of the linkage; we shall say
that X2is used as the gauging parameter.

It is not at all necessary to use X2 in the gauging process. In most

cases this is not even desirable; it is better to use as a gauging parameter
one of the dimensional constants of the linkage, go, g1 . . . g,. Let us
solve Eq. (7) for this gauging parameter, for instance go:

90 = G(W, x% gl, gz, c c . g“). (9)

If we substitute on the right any corresponding values of X1 and xZ., we
shall compute always the same value of go—the actual value of this con-
stant in the linkage considered. If, however, we use ideal values of x2,
~~), in5tead of the actuallY generated values, x~~, gowillnot in general

have a constant value, but instead a spectrum of values,

gy) = G(x~), z$J, gl, g.z, o . . gfi); 8 =0,1,2,...?-. (lo)

The difference between the actual value go of the constant and the value
g:) which it would need to have to make the linkage exact at the point s
we shall call the gauging error,

tigf) = go– g$~, S=o, l,...?-. (11)

Such quantities are useful as gauges of the precision of linkages, although
they do not give directly the error at the output. A wisely chosen
gauging parameter is usually simpler to calculate and easier to interpret
(at least as regards desirable changes in the constants) than is the error at
the output; in particular, if bg~) is independent of s it is only necessary
to reduce goby this amount to make the linkage exact. That the proof of
perfect performance of the linkage is reduced to demonstration of the
constancy of the results of a series of computations is also of value for the
avoidance of computational errors.

7.3. Use of the Gauging Parameter in Adjusting Ltiage Constants.—
In the preceding chapters we have seen how to design linkages with small
gauging errors. It may still be desirable to improve these linkages by
making small variations in the dimensional constants go, gl, gz, . . . g..
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A perfect linkage will be obtained if values of gl, . . . g., can be found
such that g%) as computed by Eq. (10) is the same for all possible sets of
values (2$), 2$)). In general, one can at best hope to make go constant
at a preassigned set of points equal in number to the independent con-
stants of the linkage and thus to obtain a linkage which generates the
given function exactly at these points.

If the dimensional constants are changed by amounts A9i, becoming

g: = g; + Agi, i=(), l.. .~, (12)

the gauging parameter will have the spectrum of values

9:(”) = G(zy), x$), g;, gj, “ “ . g:), (13)

and the gauging error will become

ag;(’1 = g: – g;(”), S=o, l,. ..p. (14)

Expanding Eq. (13) in a Taylor’s series, we may write

in “ d2gf) . A9iAqi + . “ “ ,
+jj zz– agidgi

(15)
~=lj=l

the partial derivatives being evaluated at (z~), Z$), gl, 92, . . . g.). The
gauging error can thus be written as

~gf’) = go + Ago – g$)

It is desired to reduce this to zero at a chosen set of p + 1 precision points:
s=o, 1,2, . ..p.

The general solution of this problem is prohibitively difficult, and it is
necessary to make an approximation which will be valid only if the required
changes in the constants are sufficiently small. Terms in Eq. (16) of
higher than the first order in the small quantities Ag; will be neglected. Let

Then, by use of Eq. (11) one can rewrite Eqs. (16) thus:
.

zG~)Agi = ~g~) ; S=o, l,. ..p.

;..0

(17)

(18)

—
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A set of Agi’s which solve these equations will serve as corrections to the
originally chosen gi, as indicated in Eq. (12), under restrictions which
must be discussed.

One can solve this system of linear equations for the Agi if the ranks of
the matrix of coefficients [G:’)] and the augmented matrix ([G~)] with the
added column ~g~)) are equal. In less precise but more direct terms,
the equations will usually be soluble if and only if the number of inde-
pendent constants characterizing the generated function is equal to or
greater than the number of equations, p + 1. It would be natural to
infer from this statement that the linkage can be made to generate a given
function exactly at m arbitrarily chosen points whenever the generated
function is characterized by m mathematically independent constants,
(m s n + 1). In practice it will be found that this is not the case; the
number of precision points which can be obtained depends upon the
nature of the linkage and the given function, and on the way in which
the precision points are chosen. Even when the linkage under considera-
tion is well adapted to generation of the given function one must often
be content to fix fewer than m precision points, or to use other methods
of reducing the error.

Thk difference between the mathematical problem of solving Eqs. (18)
and the practical problem of finding a linkage with p + 1 precision points
arises from the fact that Eqs. (18) are mathematical approximations valid
only for sufficiently small Agi. For practical purposes one must not
only solve Eqs. (18), but must solve them with Agi which are so small that the

quadratic terms in i?’qs. (16) are negligible. We have seen in Sec. 6“6

(see Table 6.6) how different may be the expected and the actual per-
formance of a linkage designed by using approximate linear equations very
similar to Eqs. (18), when the Agi are so large that neglect cd terms are
important.

Difficulties are most likely to arise in the ~traightforward application
of Eqs. (18) when the restriction to small Agi has, for practical putposes,
the effect of establishing a relation between mathematically independent
parameters.

To simplify the discussion of this point we shall assume that the
parameters gi(z’ = O, 1, 0 “ “ n) which occur in this equation are all inde-
pendent of each other. One can then attempt to fix n + 1 precision
points, determining the Ag~by solving n + 1 of Eqs. (18). Because of the
independence of the parameters, the determinant of the coefficients Gjg)
will not vanish; the solution for the Agi will be uniquely expressible as a
fraction in which the numerator is the determinant IG$)I with one column
replaced by the column of coefficients ~g~), and the denominator is the
determinant lG~) I itself. The smaller the gauging errors ~g$ the smaller

will be the Agi. However, even when the ~g$) are very small it may be
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found that the Ag~are large and that the linkage with constants given by
Eq. (18) does not have the desired precision points, or even an improved
performance. This happens most frequently when the determinant
lGja)1, although not exactly zero (as it would be if there were an exact
relation between the parameters), is very small. In such cases one can
make large and properly related changes in the parameters which produce
only a small net change in the generated function. For instance, as
illustrated below, it may be possible to make large changes in two param-
eters, gi and gj, which will change the generated function very little if

gi/gi is held constant. When one restricts
attention to small changes in the parameters
the generated function then depends, in
effect, on a smaller number of parameters;
in our example it would depend, not on gi
and gj individually, but only on gi/gj.
Thus the number of effectively independent
parameters may be decreased by restricting
considerations to small A~i, and with it the
number of precision points which one can

Bz
hope to establish.

‘n

X20=
An almost trivial example is illustrated

by Fig. 7.1. A single pivoted arm (Fig.

B1 A2 7-la) can be used in the generation of linear
functions. The mechanism itself involves

Al no adjustable constant. The input scale is

(b)
characterized by the two parameters kl and

FIG.7.1.—(a) Mechanization X~OJ,the output scale by the two parameters
of a linear function. (b) Mechan- kz and X~OJ. The generated linear function
ization of an almost linear
function.

is characterized by only two independent

constants; equal changes in X~O)and X~O)or
proportional changes of all four variables do not produce any change in
the generated function. In using such a device as a mechanization of an
almost linear function one cannot in general reduce the error to zero at

more than two preassigned points. Now consider the three-bar linkage

in Fig. 7. lb. It is almost a parallelogram linkage, and generates an almost

linear relation between xl and xa—one which is characterized by seven

mathematically independent parameters. The determinant IG$J1, with

seven rows and columns, will not vanish; it will, however, be very small,

and vanish as the parallelogram condition, ~1 = A a, 13Z = A 1, is attained.

It is obvious that equal changes of X~) and X;”) will produce very small

changes in the generated function, and that proportional changes of klj ka,

X~O~and X~O)will have a similarly small effect. Conversely, certain small

changes in the generated function will be obtainable only by making such
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large changes in these parameters that the linear theory will not apply.
If we exclude large Ag~from consideration there are in effect two fewer
degrees of freedom than one might expect; an attempt to establish seven
precision points will be likely to fail, although five should be obtainable
if the initial fit is good. Such is usually the case with three-bar linkages,
which will receive more detailed discussion in Sec. 7.7.

704. Small Variations of Dimensional Constants.-It is usually desir-
able to apply the approximate linear form of the gauging-parameter
method, even when one must reduce the number of precision points in
order to deal with small variations of the dimensional constants.

Let the number of independent dimensional constants be n + 1, and
the number of specified precision points be k less than this. It is then
possible to solve any n + 1 – k independent equations from among
Eqs. (18) for any n + 1 – k of the Ag’s, in terms of the other k of these
quantities. For instance, solving for Ago, Aglj . . . Agm_~,in terms of
Ag~_h+l, . . . Agn, one obtains relations of the form

Ago = COO + CalAg_~+l + . . + CO~Ag.,
Agl = C1O+ C,,Agn–~+l + “ “ ‘ + C,kAg.,

/ (19). . . . . . . . . . . . . . . . . . . . . . ., .,., . . . .)
.,

Ag.–k = C.–k,. + c._k,,Ag.–k+, + “ ‘ “ + Cn–k, kfifh.

Any set of small Ag’s which satisfies Eqs. (19) will constitute a valid and
practically useful solution of the given problem. Such a solution is not
mathematically unique, but it will be effectively so if one is attempting to
establish the maximum number of precision points subject to arbitrary
choice.

7.5. Large Variations of Dimensional Constants.-By solution of
Eqs. (18) one can determine a set of changes Ago, Ag,, . . Agm,in the
dimensional constants which reduces to zero the first-order terms in the
gauging error. Equations (16) become, exactly,

nn

L!gp = – ; n ~2gg8)
—AgiAgi +...,
8gi8gi S=o, l,”””p. (20)

asljxl

When this gauging error is negligible we say that the Ag’s are small; the
problem has been solved in the first step. We turn now to the case in
which 8g~@)is not negligible, but is adequately represented by the second-
order terms written out in Eq. (20). In such cases the design problem is
not satisfactorily solved by a first application of the method of Sec. 7.3,
but it can often be solved by successive applications of the method, which
produce successive improvements in the dimensional constants. We shall
now see how the convergence of this process can be hastened.
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Knowing the Ag’s which solve Eqs. (18), and the gauging error 6g~@)
after these corrections are made, one can easily compute also the gauging
errors resulting when proportionally larger or smaller changes are made in
the dimensional constants. Let a new set of corrected dimensional
constants be given by

g;’(x) = gi + XAgi, i=o, l,. ..p. (21)

In the Taylor’s series expansion for the gauging parameters, Eq. (15), the
first-order terms are then changed by a factor A, the second-order terms by
a factor AZ, and so on. The resulting gauging error is

n nn

2G~)Agi _ ~ i2
2s

132g&’J
~g;(’) = go – g$’) + XAgo – A ~ Ag&gi

c?g,tlgi
i= I ;clizl

+ . . . , (22)
or, by application of Eqs. (12), (18), and (20),

Jg:(” = (1 – k) ag$) + X%gr), S=o, l,. ..p. (23)

The validity of this expression of course depends on the possibility of
neglecting higher-order terms in Eq. (20).

When A = O the dimensional constants and gauging error have their
uncorrected values. Increase in A will reduce the gauging error 6g{@)
so long as the quadratic term in Eq. (23) remains negligible. As A
approaches 1 the quadratic term will eventually (by our assumptions)
become appreciable, and may even become very large. It is evident
that one can obtain a smaller gauging error by applying a fraction of the
correction indicated by the linear theory (O < k < 1) than by applying
the whole correction (k = 1). The more important the quadratic terms
the smaller will this fraction be; it is, however, always possible to find
some positive value of i which gives a better set of constants than either
k= Oor X=l.

In practice one begins with knowledge of dg$), and computes the
Ag’s. As a check on the validity of the calculation one should then
determine the values of ~g~’”),usually by direct calculation [Eqs. (13)
and (14)] rather than by use of Eqs. (20). If these quantities are not
satisfactory small, one should make a smaller change in the g’s; the
appropriate value of X can be determined by use of Eq. (23), A being
chosen to make the quantities ~g~(’) as small as possible. The constants

g{’ computed by Eq. (21) will then serve as initial values for a second
application of the method.

706. Method of Least Squares.—The designer’s ultimate objective is
to assure that the output error

8X2 = X2. – X2 (24)
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shall be kept small throughout the domain of operation of the mechanism.
One way to assure this is so to choose the dimensional constants of the
mechanism, on which 6x2 depends, as to minimize the integrated squared
error,

I(go,gl, gz, “ gn) =

\

(6x,)2 dx,, (25)

or the corresponding sum over a discrete spectrum of output values,

(26)

Such conditions are most reasonable when accuracy is equally important
for all values of the output variable, or all values of r. More generally,
one should introduce a weighting function, w(x2) or w(r), which increases
with the importance of accuracy in the result at the corresponding X2or r.
One will then so choose the g’s as to minimize

/
Iw = [IO(Z2)6X212dx%

or

(27)

(28)

subject to any other conditions which must be imposed on the dimen-
sional constants.

Least-squares methods suitable for use in linkage problems have been
developed by K. Levenburg.’ It is, however, the opinion of the author
that least-squares methods are relatively unrewarding. In particular,
when the method depends on the use of an expansion in which only
linear terms are retained there is always the danger that a result obtained
after a large expenditure of labor may be invalidated by this approxi-
mation. In general the author prefers to set tolerances on the output
error—tolerances which may vary with X2or r-and to apply the methods
of the preceding sections to bring the actual structural errors within
these tolerances.

7.7. Application of the Gauging-parameter Method to the Three-bar
Linkage. Formulation of the Equations. -In applying the gauging-param-
eter method to three-bar linkage design we may choose the dimensional
constants as follows:

1K. Levenburg, “A Method for the Solution of Certain Nonlinear Problems in
Least Squares,” Quart. Appl. Math., 2, 164(1944).
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()B, ‘

x’

B,

Z

A,

x’
x~o),

k,,
x~o),

k,.

(29)

As gauging parameter we shall use go. In effect, we shall gauge the

error of a design by computing the

required length B~l of the connecting
bar as a function of the other dimen-
sional constants and the variable pairs

~ (xY), ZY)); we shall seek to make con-
stant the related gauging parameter,

()

~’
g~) = ~1 . (30)

k’--+ A spectrum of
FIG. 72.-Three-bar linkage.

chosen according
rule, symbolized by

‘1 = (zY)Is) . ~.z!

The spectrum of ZZ is then determined:

Zy) = (Z21ZI) . zyJ.

Equations (3) and (4) become

Xy = g3 + g,(zy – Zp)

w = g6 + gdx$) – x!)).

. -,

values of Z1 can be
to some arbitrary

(31)

(32)

(33)
(34)

Let the horizontal separation of the ends of the connecting bar, in terms

of the unit A 1, be U(’), and the vertical separation, in the same units,
be V(’). Then by the geometry of the linkage (Fig. 7.2) we have

u(”) = 1 + g~ Cos Xy) – g~Cos X!), (35)
V@) = g] sin X~) – gz cos X~),

g$) = (u(”))’ + (V(”) )2.
(36)

(37)

An equation of the form of Eq. (9) could be obtained by eliminating
from Eqs. (33) to (37) the quantities X~), X$), U(”), and V(8). This,
however, is not necessary for our purposes.
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The partial derivatives

(38)

will now be given in a form suitable for numerical calculation:

&&&
2g,

1 Gf) (Zyl_ ~.o)) = Qf) (43)

(,) _ U(S)sin Xy) = Q$) (44)– & G:) = V@J COSXz
Zg,

-*Gg) ‘(-+G&))”’x” ‘x’”)) ‘Q$) ’45)

It is to be remembered that all angles are expressed in radians, and that
ga, gd, g6, and g6 must be interpreted correspondingly.

One can use the quantities Q?’ directly in the solution of Eqs. (18).
On introduction of the quantities

(46)

which are simply constant multiples of the Ag’s, Eqs. (18) become

n

2Q~)Aqi = &g~), S=o, l,. ..p. (47)
;=O

Having solved Eqs. (47) for the Aq’s, one can compute the Ag’s by Eqs.
(46).

7.8. Application of the Gauging-parameter Method to the Three-bar
Linkage. An Example.—As an example of the gauging-parameter
method we shall check and
by the geometric method in
the relation

I

in the domain 1 s Z1 S 10.
,5.1,9~ be taken ~

improve the logarithmic linkage designed
Sec. 5“19. This was intended to generate

X2 = loglo xl (48)

The design constants established in Sec.
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()B, 2
go= ~ = 1.055002 = 1.11303,

\

g, = ~, = 0.70700,

g~ = * = 0.55000,
I

(49)

g, = X@ = 2.61798 (= 150.0000),
g, = k, = –0.10666 (= –55.0000/9),
g, = X$”’ = –2.03330 (= – 116.5000),
g, = k’ = 1.57079 (= 90.000°) I

All constants are given to the fifth decimal place, or a thousandth of a
degree, since this number of digits will be carried through the further
calculations.

We have first to choose a suitable spectrum of values for xl. A
uniform distribution of values in this spectrum would yield a relatively

TABLE7,1.—CALCULATIONOF ~g$)

8

0
1
2
3
4
5
6
7
8
9

10

.s

o
1
2
3
4
5
6
7
8
9

10

o.m
0.25892
0,58489
0.99526
1.51189
2.16228
2.98107
4.01187
5.30957
6.94328
9.00ooo

–o .89493
–O .95372
–O .98902
–O .99996
–O .98629
–O .94832
–0.88701
–O .80386
–0.70091
–o .58070
–O .44620

Xp
degrees

150. OCIO
148.418
146.426
143.917
140.761
136.786
131.782
125.483
117,552
107.569
95.000

Cos x:)

–O .44620
–0.30071
–O. 14781

0.00873
0.16505
0.31730
0,46175
0.59482
0,71325
0.81412
0.89493

sin X~)

0.50000
0.52371
0.55306
0.58901
0.63256
0.68472
0.74568
0.81428
0.88659
0.95336
0.99619

0.84571
0.89481
0.93497
0.96641
0.98968
1.00567
1.01505
1.01782
1.01232
0.99341
0.94972

Cos XV)

–O .86603
–0.85189
–0.83317
–0.80817
–0.77451
–O .72880
–O .66630
–O ,58046
– 0.46255
–0,30185
–0.08716

u(a)

0.63313
0.56310
0.49224
0.42382
0.36164
0.31022
0.27496
0.26246
0.28Q69
0.33883
0.44617

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

9P

1,11608
1.11777
1.11647
1.11357
1.11025
1.10761
1.10593
1.10484
1. 1035R
1.10167
1.10104

x:)
degrees

–116 50
– 107,50
– 98.50
– 89.50
– 80.50
– 71.50
– 62.50
– 53.50
– 44.50
– 35.50
– 26.50

–0.00303
–0.00474
–0.00344
–0.00054

0,00278
0.00542
0.00710
0,00819
0.00945
0.01136
0.01199

I
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poor check in the range of small x,, where fractional errors tend to be
greatest. It is better tochoose auniform distribution of spectral values
for z,; we shall take

Zp = 0.1.s

1
S= 0,1,2, . ..1O.@ = 100.1. (50)

The calculation of the gauging error of this linkage is shown in Table
7.1. The gauging parameter g$) is constant to within one per cent; the
required length of the connecting bar, {g;, is constant to within one-

+0.010- /’
/“///

+0.005

SO
~

o
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 I.c

h!)

-0.005 ~
FIG. 7.3.—Gauging error in the tlrst logarithmic linkage. Solid line, result of direct

calculation. Dashed line, an approximation with slowly varying curvature.

half per cent. Figure 7.3 shows the gauging error ?g$) plotted against
the homogeneous input variable h~). The gauging error is not large, but
it is evident that it can be made much smaller; this linkage has only
one point of precision, whereas it should be possible to obtain five (Sec.
7“3).

We can proceed in the following way to make a reasonable cloice of ,
the points which are to be established as points of precision. Through
the curve of 6g&)is drawn the dashed line of Fig. 7.3, which follows it
closely but with minimum variation in curvature, intersecting it in five
points. If we establish these points aa points of precision, we will
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be making a change in 6gfJ which also has slowly varying curvature, and
which must therefore approximate closely to the dashed curve; the
residual gauging error should then be nearly equal to the vertical separa-
tion of the two curves in Fig. 7.3. For convenience, let us choose instead
to establish points of precision at s = 3, 6, 9, and 10. The fifth point
should lie between s = O and s = 1, and it would not be entirely satis-
factory to take either of these as points of precision. Instead of taking
s = 0.5 as the fifth point, we can obtain the same result by requiring
that s = O shall be, not a point of precision, but a point where there is a
predetermined error: bgjf”) = 0.0019, as read from Fig. 7.3. That is,
instead of solving Eqs. (18) or (47) with 8g$0J= – 0.0031, hich would
make s = O a point of precision, we shall solve them with

We shall choose to solve Eq. (47). On calculation of the Q’s by Eqs.
(39) to (45), these equations take on the following form, for s = O, 3,6,9,
10, respectively:

– 1.00000 Aq, – 0.12545 Aql – 1.03935 Aq, – 1.04898 Aq~
+ O.00000 Aq, + 0.18925 Aq, + O.00000 Aq, = –0.00500,

– 1.00000 AqO+ 0.22671 Aql – 0.96267 Aq, – 1.03066 Aq3
– 1.02577 Aq, + 0.43224 Aq, + 0.12967 Aq, = –0.00054,

– 1.00000 AqO+ 0.57370 Agl – 0.77340 AqZ – 0.88136 Aq~
– 2.62740 Aq, + 0.71259 Aqs + 0.42755 Aq6 = 0.00710,

– 1.00000 Aq, + 0.84480 Aql – 0.30102 Aqz – 0.62289 AqS (51)
– 4.32490 Aq, + 1.00551 Aq, + 0.90496 Aq, = 0.01136,

– 1.00000 Aq, + 0.90721 Aql – 0.02447 AqS – 0.52725 AqS
– 4.74525 Aq, + 1.04901 Aq, + 1.04901 Aq, = 0.01199.

Since there are here two fewer equations than there are variables, it is
possible to fix two of the variables arbitrarily, subject only to the condi-
tion that all Aq’s shall be small. On eliminating Aq,, Aq,, Aqz, and Aqs
from these equations we obtain

0.00294 Aq, – 0.05528 Aq, – 0.05390 Aq, = 0.00229. (52)

The coefficient of Aq, is small; Aq, can be chosen arbitrarily with little
effect on the relation between Agb and Aqe. It is therefore reasonable to
set

Aq, = O. (53)

We can then solve Eqs. (51) for each of the Aq’s in terms of Aq,, finding,
for instance,

AqS = 0.05486 – 0.8546S AqC, (54)
Aqs = -0.04142 – 0.97503 Aq6.
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I~Aq3 and Aq, are to be small, we must keep Aq6 small, since its coef-
ficients are large. The best value of AqCis approximately zero; aposi-
tive value will increase the magnitude of Aqs, a negative value that of
Aq8. We shall therefore choose

Aqo = O,

and find in consequence

Aq, = –0.04512,
Aql = 0.04272,
Aq, = –0.01985,
Aq, = 0.05486,
Aq5 = –0.04142. I

Ago = Aq, = –0.04512,
Agl = & Agl = 0.02136,
Ag, = – ; Aq2 = 0.00992,

By Eqs. (46),

1
Ag? = ~1 Aq, = 0.03879,

AgA=+~Aq, =O,
2g,

Ag, = – ~ Aq, = 0.03765,
2g,

Ag8=–~Aq0 =0.
Zg, 1

Finally, by Eq. (12),
I g: = 1.06791,

g; = 0.72836,
g; = 0.55992,
g: = 2.65677 (= 152.2220),
g; = –0.1 0666,

(55)

(56)

(57)

(58)

g: = – 1.99565 ( = – 114.3420),

gj = 1.57079. 1

To check the performance of the linkage with the new constants g{, ye
compute the new gauging error bg$). This is shown in Table 72,
together with the values

6
(fsg~’’’)=. = bg$) –

2
Qj@ Aq, (59)

i=O

predicted by a theory in which only first-order terms in the ~q’s are

retained. The difference between these two quantities, denoted by +’),
represents the neglected quadratic and higher terms [Eq. (20)]. Figure
7“4 shows these quantities graphically, @ appearing as the vertical
separation of the full and dashed lines.
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TABLE 7.2.—GAIAXJLATION OF L@’)

Xyl sill Xp

152.222 0.46605
150.640 0.49030
148.648 0.52029
1445.139 0.55718
142.983 0. Q0205
139.008 0.65595
134.004 0.71929
127.705 0.79117
119,774 0.86799
109.791 0.94093
97.222 0.99207

V(*)

0.84960
0.89708
0,93545
0.96514
0.98688
1.00168
1.01047
1.01349
1.00934
0.99309
0,95337

+0.0057

U(*)

0.58636
0.51333
0.43984
0.36921
0.30529
0.25270
0.21694
0.20477
0.22445
0.28563
0.39829

Cos xy

–O .86476
–O. 87156
–O .85399
–o .83039
–0.79846
-0.75480
–0.69471
–0.611W
–O .49658
–O .33859
–O. 12571

9$’)

1.06564
1.06826
1.06852
1.06781
1.06713
1.06722
1.06811
1,06909
1,06915
1,06781
1,06755

X!)

–114,342
– 105.342
– 96.342
– 87.342
– 78.342
– 69.342
– 60,342
– 51.342
– 42,342
– 33.342
– 24.342

0.00227
–0,00035
–0.00061

O,ooo1o
0.00078
0.00069

–0.00020
–0.00118
–0.00124

0.0001o
0.00036

sinx$)

–0.91110
–O .96436
–O .99388
–O .99892
–o .97937
–o .93570
–O .86899
–O ,78089
–O .67355
–o .54964
–0.41218

0.00197
–0,00059
–o .00041

o.m
0.00083
0,00083
0.00ooo

–0.00101
–0,00118

o,00ooo
o.m

Cos x$)

–0.41218
–O .26458
–0.11046

0.04637
0.20207
0.35279
0.49482
0.62467
0.73914
0.83540
0.91110

~[8)

0.00030
0.00024

–0.00020
0.00010

–0.00005
–0.00014
–0.00020
–0.00017
–0.00006

0.0001o
0. C43036

I
.0

9 1
2

-0.005
FIG. 7.4.—Gauging error in the first improved logarithmic linkage, Full line, result of

exact computation. Dashed line, values expected on linear theory.



I

sm. 7.8] GAUGING A THREE-BAR LINKA13E 215

We have thus established precision points at positions shifted only
slightly from those initially-and rather arbitrarily-selected. The
7esult of this first calculation might very well be accepted as final. It is,
on the other hand, easy enough to make a first-order correction for the
effects of the quadratic and higher terms. We have only to replace
@~J on the right-hand side of Eq. (51) by 7 f“), and solve for new Ag’s and
Ag’s to be added to those already obtained. As before, we choose
arbitrarily Agi = Aqd = O. The second-order corrections to the g’s are
then found to be

A2g0 = 0.00246,
A2gl = –0.00170,
A2g2= –0.00130,
Azgs = –0.00292,
A’g4 = 0.00000,
A2g, = –0.00328,
A2g6 = O.00000. 1

The new and final constants of the linkage are

g( = 1.07037,
g: = 0.72666,
q: = 0.55862, )

(60)

~~ = 2.65385’ ( = 152.0540), ),

~; = –0.10666,
g( = –1.99893 (= 114.5300),
gg = 1.57079.

(61)

The final values of the gauging parameter and the gauging error are
shown in Table 7.3, together with the resulting error in the homogeneous

TABLE 7.3.—CHARACTERISTICS OF TEE SECOND IMPROVED LOGARITHMIC LINKAGE

s

o
1
2
3
4
5
6
7
8
9

10

9:(’)

1,06846
1,07105
1.07123
1.07039
1.06958
1.06956
1.07035
1.07132
1.07149
1.07036
1.07042

dgfl(’)

0.00191
–0,00068
–0.00086
–0,00002

0.00079
0.00081
0,00002

–0,00095
–0.00112

O.00001
–0,00005

1——
2g*Q~)

–4 .7295
–3 .3403
–2 .5673
–2 .0707
-1.7212
– 1.4594
–1.2561
– 1.0963
–O .9742
–O .8902
–O .8532

~x;(a),
radians

–o .00903
0.00227
0.00221
0.00004

–0.00136
–0.00118
–0.00003

0,00104
0.00109 ~

–0.000ol
0.00004 ~

~xw

degree:

–0.517
0.130
0.127
0.002

–0.078
–0,068
–0.002

0.060
0.062
0.000
0.002

iih,

–o .00574
0.00144
0.00141
0,00002

–0.00087
–0.00076
–0.00002

0.00067
0.00069
0.00ooo
0.00002
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output parameter, bhz. To compute this we note that

whence

(62)

(63)

the conversion to terms of the homogeneous output variable is obvious.

These results are also presented graphically in Fig, 7.5.

+0.005

s
‘0
:0
# - -1

-0.005 “-5
FIG. 7.5.—CharacteristLcs of the second improved logarithmic linkage. The dashed line

gives the form of a correction to be discussed in Sec. 7.9.

10

w
A

0.5

l-’+’”)=-’’’”””
Fm. 7.6.-Second improved logarithmic linkage.

The linkage itself is outlined in Fig. 7.6. The constants go, g,, and g,
determine the lengths of the linkage arms, whereas g,, and gl determine
the nature of the input scale. The linkage is shown with the input arm
at either end of this scale-that is, for ZI = 1 and xl = 10. The output
arm is shown in the corresponding positions required by the geometry
of the linkage. Because of the structural error in the design, these posi-

J_
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tione do not coincide with the ends of the X2 scale determined by 96 and
gO; the scale readings are those shown in ~lg. 7“6. (These have been
determined by exact computation; hence one finds z!”) = hi”) = –0.00595
in Fig. 7.6, in contrast to the approximate value, —0.00574, in Table 7.3.)

7.9. The Eccentric Linkage as a Corrective Device.-When specified
tolerance are very close it may not be possible to meet them by any
choice of the parameters of such simple linkages as the three-bar linkage.
Reduction of the structural error to tolerable limits then requires intro-
duction of new adjustable parametene into the linkage. In many cases
one can introduce small additional corrections by a superficial change

4(

Fxm 7.7.—Three-bar linkage modified by a double eccentric linkage.

in the structure of the linkage. Replacement of an ideal harmonic
transformer by a nonideal one is such a change; another is the introduction
of eccentric linkages at the joints of three-bar linkages or harmonic
transformers. These modifications in the structure are mechanically
sound, and permit one to make use of all previous computations-an
important economy in effort.

Figure 7.7 shows a three-bar linkage modified by the introduction
of an eccentric linkage at either end of the connecting bar. The moving
pivots of the input and output cranks carry planetary gears meshing with
stationary gears. The connecting bar is not pivoted to the cranks, but
to the eccentric pivots E, and Ez on the planetary gears; the ends of the
connecting link do not move with the pivots of the cranks, but about
them in circles with radii e, and ez—usually small. Thus the distance
between the ends of the cranks is not a constant; in effect, go can be made
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to vary, as is required for more precise generation of the given functional
relation.

Each eccentric linkage may be characterized by three constants: the
tooth-ratio t of the stationary to the planetary gear, the eccentricity e
of the planetary gear, and the angular position of the crank (denoted by
Xl = alt) for which the eccentric pivot lies on the center line of the
crank, at a maximum distance from the frame pivot. The double
eccentric linkage in Fig. 7“7 thus provides the designer with six additional
parameters to adjust. Obviously, for greatest precision one should
adjust all constants of the device simultaneously. Usually one can
obtain very satisfactory results by accepting as fixed all constants
determined in previous design work, varying only the constants of the
eccentric linkages. Indeed it is often satisfactory to use only a single
eccentric linkage, with consequent reduction to three in the number of
constants to be adjusted.

To determine the constants of the eccentric linkage one can employ
the gauging-parameter method in a somewhat modified form, valid so
long as the eccentricity of the linkage is small.

In dealing with a modified three-bar linkage one can advantageously
use the squared length of the connecting link, go, as the gauging param-
eter. Reference to Fig. 7.7 shows that introduction of the first eccentric
linkage has the same effect on g, as a change bg~) in the length of the
input crank and a change 13X~)in its angular position, where

~g~) = el cos (tlX~) – al), (64a)

()
&yy) = <1’ sin (tlX~) — al),

g,
(64b)

to terms of the first order in the small quantity el. Similarly, introduc-
tion of the second eccentric linkage has the effect of changing gn and 6XZ
by, respectively,

~g~) = ez cos (tzX~) – a~), (65a)

()&yy = %2 sin (t2X~) — az).
gz

(65b)

The resulting change in the gauging parameter is

It is thus the sum of four sinusoids multiplied by the slowly varying G’s,
Combining Eqs. (64), (65), and (67), one can write
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‘g’)‘4’G’’’’+($”[’1X’)X’)1+’1(%?91?9
+e,[(G’’’’+r#in[i2x’)x’)-”,+’f%“8)

Here the contribution of each eccentric linkage to the gauging parameter
is expressed as a sinusoid with adjustable frequency, amplitude, and
phase constant, the second and third of these quantities being subject to
slow variations of predetermined character. The difference in effect of
eccentric linkages on the input and output cranks arises partly from
differences in these variations, but principally from the fact that the
argument of the sinusoid is in the first case a linear function of Xl, in
the second case a linear function of X2.

It is possible to use the additional flexibility provided by eccentric
linkages to increase the number of precision points, if all constants of the
device are adjusted simultaneously. When only the constants of the
eccentric linkages are to be adjusted it is usually desirable to leave
undisturbed the precision points already established. One can make
Ag$] vanish at five previously established precision points by adjustment
of the five constants tl,tz,CYI,cw,and ez/e~. Then Ag&)will have the same
zeros as the gauging error of the original three-bar linkage, and usually
the same general form; by appropriate choice of the remaining constant,
say el, one can give it roughly the same magnitude. The completed
linkage will then have the same precision points as before, but smaller
gauging errors. When a single eccentric linkage is to be used one can
leave undisturbed only two precision points.

Ezample.—As an example, we shall further reduce the structural
error of the logarithmic linkage of Fig. 7.6, using a single eccentric link-
age. The design procedure is then extremely simple, but requires the
exercise of some judgment if best results are to be obtained.

The error function of the original linkage, as shown in Fig. 7.6, has a
generally sinusoidal character. The points of precision occur for

h$’ = 0.05, 0.3, 0.6, 0.9, 1.0,
h~’ = 0.0125, 0.1125, 0.3325, 0.772, 1.0. (69)

Except for the last, they are quite evenly spaced in X2, but unevenly
spaced in Xl; they have about the same distribution as the nulls in a
sinusoid with argument linear in X2. If a single eccentric linkage is to
be used it should be placed on the output crank; it will then be possible
to leave four, and not just two, of the points of precision essentially
unchanged. We will have then, on introducing the Q’s in place of the G’s,

[ ()1Q~)
Ag$) = 2ez[(Q~))z + (Q&))2]~~sin t*Xf) — m + tan–l —Q$) . (70)



220 FINAL ADJUSTMENT OF LINKAGE CONSTANTS [SEC. 7.9

The nulls of this expression occur when

()

Q~)
tzX~) — at + tan–l — = n “ 180°.Q~) (71)

Table 7.4 shows the values of Q~)/Q&J at the previously established
precision points, s = 0.5, 3, 6, 9, 10, and the values of t2X~) – m required
if these points are to be nulls of Agfj’); n has been assigned the values O, 1,
2, 3, 4 at the successive nulls.

‘“””’~

c$hz

&o.ool
= / 0.5

0n 1
#.”.”ol

‘tig:

-0.CQ5
FIQ. 7.S.—Structural error in the final logarithmic linkage.

TABLE 7.4.—VALUES OF (t*Xf)– aJ REQUIRED FOR VANISHING OF ALI$)

Qp)/Q:) t,xy~ – as,
8

degrees

—1 I

0.5 –4.6543 77.9
3,0 –2 .2272 245,8
6.0 – 1.0853 407.3
9.0 –O .2994 556.7

10,0 –O .0233 721.3

Let us choose to retain the pointss = 0.5 and s = 9 as points of preci-
sion. Taking the values of X~J in Table 7.1 as sufficiently accurate, wc
then require

tz (– 110°) – a* = 77.9°,
t, (–33.5°) – a, = 556.7°, )

(72)

whence

tz= 6.26,

az = —766.5° 7
ffz—.
tz

– 122.4°.
I

(73)
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e2=0.00041(exaggerated)
F1~.7.9.—Finallogarithmiclinkage.

The corresponding values of Ag$)/ez are shown in Table 7.5, and are
plotted (dashed curve) in Fig. 7.5. This curve has roughly the same
form as the residual error 6g~@Jof the linkage which is to be improved;
inspection will show the Ag$) gives about the best approximation to
~g~(ajwhen

ez = 0.00041. (74)

TABLE7.5.—CALCULATIONOFSTRUCTURALERROR OF FINAL LOGARITHMIC LINRAGE

s

o
1
2
3
4
5
6
7
8
9

10

@

e2

1.070
–1.066
–2.113
–0.975

1.1845

2.0909
0.7207

–1.4760
–1 .9617
–0.0107

1.9882

Ag:)

0,00042
–0,00042
–0.00084
–0,00039

0.00047
0.00084
0.00029

–0.00059
–0.00078
–0.00004

0.00079

L3gfl(”)

0.00149
–0.00026
–0,00002

0,00037
0,00032

–0.00003
–0.00027
–0.00036
–0.00034

0.00005
–0,00084

.3hZ

–O .00420
0.00050
o.m

–0.00044
–0.00032

0.00002
0.00019
0.00023
0.00019

–0.00003
0.0W41
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The resulting values of Ag$) and of the final gauging error

are given in Table 7.5, together with the resulting error in the homo-
geneous output variable; the last two quantities are plotted in Fig. 78.
The structural error remains less than 0.05 per cent except in the immedi-
ate neighborhood of hl = hz = O, where it abruptly rises to 0.4 per cent.

The linkage is outlined in Fig. 7“9 in its configuration for s = 2, very
near to one of its precision points.



CHAPTER 8

LINKAGES WITH TWO DEGREES OF FREEDOM

Functions of two independent variables are usually mechanized by
three-dimensional cams (Fig. 1.24), which are expensive to manufacture,
and rather bulky; the y are, however, easy to design and have very wide
application. Bar linkages with two degrees of freedom can also serve to
mechanize functions of two independent variables. These linkages have
the advantages of being flat and small, of giving smooth frictionless
performance allowing appreciable feedback, and of being relatively
inexpensive to manufacture in quantities. They are, on the other hand,
relatively difficult to design, having always residual structural errors
which must be brought within the specified tolerances. The mathe-
matical design of these linkages will be treated in the remainder of thk
book. Basic concepts needed by the designer will be introduced in the
present chapter. Succeeding chapters will show, partly by precept and
partly by example, how to design linkage multipliers or dividers (Chap.
9) and linkage generators of more general functions of two independent
variables (Chap. 10).

8.1. Analysis of the Design Problem.-Mechanisms with two degrees
of freedom have at least one output parameter X~ functionally related
to two input parameters Xi and Xi:

X~ = F(X,, X,). (1)

If the domain of definition D of this relation is a rectangle,

Xin S Xi S XiW, Xjm ~ xi ~ xiM, (2)

the mechanism is said to be “regular.”
To such a mechanism one may add functional scales that establish

relations between the parameters Xi, Xi, X~, and corresponding variables
Zi, Zj, z~, respectively. The mechanism will then serve to establish a
functional relation

zk = ~(~~,~j) (3)

between these variables; we may say that the device, mechanism plus
scales, mechanizes Eq. (3). If this relation of the variables is to be
single-valued, it is necessary that to definite values of the input variables
there correspond deiinite values of the input parameters, and that to a
definite value of the output parameter there corresponds a definite value

233
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of the output variable.
form,

WITH TWO DEGREES OF FREEDOM [SEC. 81

The scales must then establish relations of the

xi = (X,1X,) z,,
Xj = (X~lZj) “ Zj, 1 (4)
Xk = (wIX.J . Xk,

where all three operators (but not necessarily their inverse operators)
are single-valued. If Eqs. (4) are of linear form,

xi = x:’)+ ki(zi– x$’)),
Xj = x;”’+ k,(zj– 2$’),

1
(5)

Xk = z~o)+ Kk(Xk — X~O~),

the device provides a “linear mechanization” of Eq. (3). When a
mechanism is to be a component of a more complex computer, it is often,
but not always, required to provide a linear mechanization of the relation
between input and output variables.

Any mechanism generating a function F of two independent param-

D-
Xi

X*

F

x,

FIG. 8,1.—Schematic repre-
sentation of mechanism gener-

ating a function Xk of two
independent parameters, Xi
and Xj.

eters may be represented schematically as
in Fig. 8.1. This representation is sufficient
in the case of three-dimensional cams, which
can generate in one step, so to speak, any
well-behaved function of two independent
parameters. Simple bar linkages, on the
other hand, can generate only a restricted
class of functions; to mechanize a given rela-
tion between parameters one must usually
build up a more complicated structure, a
combination of one or more simple linkages
of two degrees of freedom and several link-
ages of one degree of freedom. It is then

necessary to consider the internal structure of the function generator F.

Let G denote a simple bar linkage with two degrees of freedom, gen-
erating a function of two independent parameters,

Y~ = G(Y;, Y]), (6) I
of a restricted class. By combining such a linkage with three linkages
having one degree of freedom, as shown schematically in Fig. 82, one
can generate relations of a much wider class between parameters X,, Xi,
Xk. A more elaborate structure is that shown in Fig. 83, which consists
of four linkages, each with two degrees of freedom, so connected as to
make use of feedback. Theoretically, such structures make possible a
further extension of the field of mechanizable functions. In practice it is
usually sufficient to use the simpler structure of Fig. 8.2, to which we shall
henceforth confine our attention.
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We have then to consider structures consisting of a linkage with two
degrees off reedom, which establishes a relation [Eq. (6)] between internal
parameters Yi, Y,, Y~, and three linkages of one degree of freedom, which
relate the internal parameters to the corresponding external parameters
X{, Xj, X~~

Y, = (Y,lx,) . x,,
Yj = (Yj[Xj) . Xj,

1

(7)
x, = (X,1 Y,) . Y,.

Together, these establish a relation between the external parameters
[Eq. (l)]; the functional scales, in turn, convert this into a relation [Eq.
(3)] between variables zi, Zj, z~, which is to be made to approximate as
closely as possible to some given relation, throughout a specified domain.

The linkage G, with two degrees of freedom, we shall call the “ grid
generator, ” for reasons which will become evident later. The linkages

B @.
Fro. 8.2.—Combination of grid generator Fro. 8.3.—Feedbrnck linkage with two

and transformer linkages. degrees of freedom.

!7’,, Tj, Tk, we shall call the ‘‘ transf ormersj” because they transform the
internal parameters Y into the external parameters X. The division of a
mechanism into a grid generator and transformers is to some extent
arbitrary; the breakdown of a given functional relation [Eq. (1)] into a
grid-generator relation [Eq. (6)] and transformer relations [Eq. (7)] is
completely arbitrary. We shall therefore make use of the generalized
term “grid generator for a given function” as denoting any linkage with
two degrees of freedom which will serve as the linkage G in a mechaniza-
tion of the given function.

Transformer linkages increase the field of linearly mechanizable func-
tions, but not the field of functions mechanizable in the more general
sense. A relation z, = j(zi, z,) mechanized by a grid generator [Eq. (01,
transformer linkages [Eq. (7)], and functional scales [Eq. (4)] can be
mechanized also by associating the same grid generator directly with
scales which establish relations

Y~ = (YilX~) . (XilZi) “ Z i= O.($i),

Yj = (YjlXj) . (X, [~j) “ Xj = #j(X]),

I

(s)

Zk = (Zklx.k) o (X~lYJ “ Yk = ddI’k).
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Transformer linkages in a design thus serve only to change the form of the
functional scales—usually to make them linear.

It is obvious that the choice of a grid generator is the central problem
in the design of a linkage with two degrees of freedom. When a linear
mechanization is desired, one can then proceed to design the transformer
linkages by methods dk,cussed in the preceding chapters; concerning this
latter stage of the work, which offers no new theoretical problems, little
more need be said. It is evident that a very simple grid generator
may serve if the transformers are made sufficiently complex, whereas
another choice of grid generator may make unnecessary the use of one or
more transformers. It is important that the transformers not add too
much to the complexity of the design; a good grid generator should be
simple in structure, and also adapted to use with simple transformer
linkages. For instance, we shall see that the common differential is a
theoretically adequate grid generator for an important class of functions;
its general use in linearly mechanizing these functions is, however, not to
be recommended, since the required transformers tend to be excessively
complex.

In practice one has available a relatively small number of types of
linkage suitable for use as grid generators; the available grid-generator
functions G belong to several restricted classes. Usually these will not
include an exact grid-generator function for the given function; a struc-
tural error must be admitted in designing the grid generator. Structural
errors must also be admitted in the design of the transformer linkages.
Thus it is always important in designing such mechanisms to make a final
adjustment of all available constants, in order to minimize the over-all
structural error.

In summary, mechanization of a given function of two independent
variables involves the following steps:

1. Choice of a suitable type of grid generator.
2. Selection of the constants of the grid generator.
3. Design of the transformer linkages.
4. Final adjustment of all constants of the mechanism.

The ideas to be developed in the remainder of this chapter are essential for
the first of these steps; they also form a foundation for the procedures
required in the second step, which will be described in later chapters.

8.2. Possible Grid Generators for a Given Function.-It is very easy
to give a formal characterization of all functional relations which can be
mechanized by use of a given grid generator. Combining Eqs. (6) and
(8), we see that these are the relations which can be expressed as

~k = f(z,, zy) = ~fi(G[@&vi), @j(z;)] ] , (9)

where G is the given grid-generator function and ~~, 4i, $k are arbitrary
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single-valued functions of their arguments. Conversely, to
a given functional relation

~k = j(~i, ~j)

one can employ a grid generator with parameters related by

Y, = G(Y,} Yj) = 41’ {.f[~~’(yi)) @T’(y~)l ) ,
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mechanize

(3)

(lo)

where &, O;l, d~l are the inverse of arbitrary single-valued functions

d%,tij, ~k.

The relations expressed in Eqs. (9) and (10) can also be expressed in
terms of contour lines of the functions j and G. Let us plot contours of
constant Y~ = G(Yi, Yi) in the ( Yi, Y?)-plane and label them with the cor-

$[~~%::,,,,,
. (-1)

‘k

Yi<
*k(-z)

z,+
(a) (b)

F1rJ.8.4.—Topological transformation of contours.

responding values of Y~ (Fig. S.4a). Next let us introduce a change in the
independent variables, defined by the equations

Yi = di(~i),
Yj = ~~(~~),1

(11)

where +~and @j are single-valued functions of these arguments. Repott-
ing the contours of constant G in the (zi, x,)-plane (Fig. 8“4b), we obtain
lines of constant j(zi, ~j), as defined by Eq. (9). If these contours are
relabeled with values of x~ given by

Zf) = &( YfJ), (12)

they will represent the functional relation

Zk = f(~i, Xi) (13)

defined by Eq. (9), for a particular choice of the functions A, @iJdk. It
is thus clear that a given grid generator can be used in mechanizing a
given function if the contours of constant G( Y~, Yi) can be transformed
into those of constant j(zi, xi), or conversely, by any topological trans-

, _. ~_.—=~=_ ——-.—. —
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formation of the form of Eq. (Ii), with relabeling of the contours accord-
ingto Eq. (12).

Formal relations such as Eqs. (9) and (10) are not of great value in
practical design work. The graphic presentation of these relations by
means of systems of contour lines is of more interest, but as an indication
of a direction of development, rather than as a completed idea. What is
really needed is a means of characterizing given functions, on the one
hand, and available grid generators, on the other, which will make it clear
at once whether or not a given grid generator can be used in mechanizing
a given function. Even more valuable will be a means of characterizing
a given function which will assist one in designing a new and satisfactory
grid generator. In both respects the idea of “grid structure of a func-
tion” is of fundamental importance.

8.3. The Concept of Grid Structure.-The representation of a function
of two independent variables by a grid structure is an extension of the
familiar representation by a set of contours of constant value of the
dependent variable. It will here be introduced in a specialized form,
satisfactory for the classification of functions; in later sections it will be
generalized and applied in design work.

Rectangular Grid Structure with Respect to a Center S and a Contour C.—

We have now to construct the grid structure of a functional relation

defined through a domain D in the (xi, zj)-plane.
Let S be a point in the domain D, associated with values of the varia-

bles which will be denoted by Zj”), Zj”), z~”); this is to serve as the “ center”
of the grid structure. Through S construct the contour B of constant z~,

Z~O)= J“(G, Zj) . (15)

(See Fig. 8.5.) Next choose an adjacent contour C, defined by

This, together with the point S, will fix the grid structure that is to be
constructed.

Through S construct the vertical line xi = Zj”), intersecting the con-
tour C at the point (zj”), zj-1), Zj–l)). Through this latter point construct
the horizontal line x; = xj–1], intersecting the contour B at the point
(Z.o, 2;-1), ~k‘o)). Through this point, in turn, construct the vertical
line xi = zj’), intersecting the contour C at the point (Z:’), Zj-’), z~–’)).
Continuation of this process extends the steplike structure of lines
between the two contours, both above and below S, and defines sequences
of values of the two independent variables:
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(–2), ~~–1), ~:o), X:1), .&), . . . ,. . . , xi

. . . . &), 2$–1), .&, .&, &), . . . .

The rectangular grid of lines
Z; = Zr) (17)

and
z, = Z$’) (18)

will cover part, but not always all, of the domain D. This rectangular
grid serves to define a system of contours

ftk = Xf) , (19)

which, together with this grid itself, will make up the “ rectangular grid
structure of the function, defined with respect to the center S and the
contour C.”

FIG. 8.5.—Ideal mid structure.

Ideal Grid Structure.—The rectangular grid
and its lines so numbered, that a single contour,

Xk = z~o),

passes through all grid intersections for which

r+s=O,

and a single contour,
Zk = X\-l),

pasws through all grid intersections for which

T+ S=—l.

has been so constructed,

(20a)

(20b)

(21a)

(21b)
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There is an important class of functions such that, no matter how the
center S and the contour C are chosen, there will be a single contour,

Xk = Zf) , (19)

passing through all grid intersections for which

r+s=t, (22)

t being any integer, positive or negative. Such a function will be said to
have “ideal grid structure. ”

An ideal grid structure (defined with respect to a center S and a
contour C) will consist of the rectangular grid specified above, plus all the
contours of constant zk which pass through the intersections of the grid.
Such a grid structure will appear as shown in Fig. 8.5. “This grid struc-
ture can also be described as consisting of three families of curves, given
by Eqs. (17), (18), and (19), such that through every point of intersection

there passes a curve of each
family. This description will re-

9, main valid even when the con-
!t~ zk(z:l)

‘# “

I cept of ideal grid structure is

.;; .~j~~~~~j~~~-~---” :(?c!’ .->$’) ‘en%:;ial G~id Structum.-

0 ------ s“ When different contours of con---
% ))’
=p) ,(1,0)[ stant x,4 pass through grid inter-

.-
,(0:1]-!---:-” sections characterized by the same
II, 1, value of (r + s), the g;ld struc-

::,11 ture will be said to be “ nonideal.”
=g) (0) (!) (1)~, z) ~, Figure 8.6 represents an extreme

Zi— case of nonideal grid structure.
Fx~.S,6.—Nonidealgridstructure. When the grid structure is non-

ideal one cannot distinguish by the single index (r + s) the contours of
the family defined by the grid; one might instead label each curve with
the two indices, r and s, of the corresponding grid intersection, as shown
in Fig. 8.6.

It is not convenient to consider all these contours as belonging to the
grid structure of the function, nor would thk contribute to the clarity with
which the grid structure represents the properties of the function. It is

sufficient to include only one such contour for each value of (r + s), label-
ing it with this quantity as the single index. The choice of the contours
to be included is to some degree arbitrary. We shall consider a nonideal
grid structure to consist of the rectangular grid defined in the usual way,
plus the contours of constant xk that pass through the grid intersections
with r = s = n, plus intermediate contours that interpolate smoothly

—
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between these and therefore pass near the intersections with

?-=s+l=n

andr+l=s=n. (A precise method for choosing these intermediate
contours will be indica~d in Sec. 8.6.)

l?IG.S,7.—Grid structure Ofthe function zk = ~ (2;’ -1-Zizi + zi2)*
4

F@re 8.7 illustrates a typical nonideal grid structure, that of the
function

‘k = * ‘z:+ “z’+ ‘:)M”
(23)

The point xi = xi = X, = 1 has been chosen as the center S, and the
contour C is that for which m = 0.9 = z~–l). The contours are sym-
metrical with respect to the ‘dotted line in the figure, and so is the rec-
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tangular grid. It will be observed that near the contours B and C, and
near the line r = s, the contours pass very nearly through the grid inter-
sections. Away from these lines the nonideal character of the grid struc-
ture becomes increasingly apparent, as the contours pass farther and
farther from the grid intersections.

Grid Structui-e in the Neighborhood of a center.—The greater the
distance from the center S to the adjacent contour C of the grid struc-
ture, the more coarsely does the grid structure represent the properties
of the function. In order to define for a function “the grid structure in
the neighborhood of a center,” one must allow the contour C to approach
the center S, and concentrate attention on a very small region about the
center which, nevertheless, contains a considerable number of grid lines.

One can expand in Taylor’s series about the center S any well-be-
haved. function:

In the immediate neighborhood of S the quadratic and higher terms in
Eq. (24) can be neglected. To thk approximation the contours of
constant ~k are parallel straight lines, the grid consists of identical
rectangles, and the grid structure is ideal. Thus one can say that the
grid structure of any well-behaved function is ideal in the neighborhood of
its center. The practical significance of this statement, which will be
brought out more completely in later sections, is this: It is always easy to
find a grid generator for a function if the domain of mechanization is
sufficiently restricted; what is difficult is to find grid generators useful
throughout extended domains.

8.4. Topological Transformation of Grid Structures.-It has been
shown in Sec. 8.2 that the topological transformation

Yi = ~i(~t),

Yj = @~(Zj) , (11)

carries cent ours of the function

Yk = G(Y,, Y) (6)

in the ( Y~, Y;) -plane into cent ours of the function

(13)

in the (zi, x,)-plane. This transf ormation carries vertical straight lines in
the ( Y~, Yj)-plane into vertical straight lines in the (z~, x,)-plane, and
horizontal straight lines into horizontal straight lines. Indeed, the
reader will easily see that the idea of grid structure has been so defined
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that if this transformation carries a center Sr in the ( Yil Yj)-plane into a
center S. in the (xi, zi)-plane, and a contour CF into a contour C., then it
carries the complete grid structure of the function G( Yil Yi), defined
with respect to SY and CY, into the grid structure of the function j(xi, xi),

I defined with respect to S= and Cs. The values of the variables associated
with the grid lines and contours will be transformed according to Eqs.
(11) and (12), but the indices r, s, t, will be unchanged.

The main conclusion of Sec. 8.2 can therefore be restated in the follow-
ing terms: A given grid generator can be used in the ezact mechanization
of a given function if, and only if, there exists a topological transforma-
tion, of the form of Eq. (11), that carries each grid structure of the

{
function G(Yi7 Yi) into a corresponding grid structure of the given func-
tion j(zi, z;). In practice, of course, all that need be shown is that some
grid structure of the function G( Yil Yj), with sufficiently small meshes, can
be thus transformed into a corresponding grid structure of the function
~(z,, Xi), with errors within specifi~d toler~~ces.

The topological transformation cannot change intersection properties

of the lines of the grid structure; it must then transform an ideal grid

structure into another ideal grid structure, a nonideal grid structure into

another nonideal one. It follows that a given function with an ideal
grid structure can be mechanized exactly only by a grid generator with
ideal grid structure, a given function with nonideal grid structure only by
a nonideal grid generator.

In Sec. 8.5 it will be shown that all functions with ideal grid structure
can be mechanized by any grid generator with ideal grid structure, such as
the common differential.

In the case of nonideal grid structures the situation is not so simple.
There are many different ways in which a grid structure can be nonideal;
it is in general possible to determine whether or not a given grid generator
will serve in the mechanization of a given function only by making a
detailed comparison of their respective grid-structure properties. In
Sec. 8.6 there will be indicated the basic ideas of a systematic method for
choosing from among a number of given types of grid generator the one
which is most suitable for the mechanization of a given function. Unfor-
tunately, this method cannot suffice for the design of nonideal grid gen-
erators until an extensive file of grid structures has been accumulated.
In the present state of the art it is necessary to design a grid generator ab
ini~io for each given function; the way in which this can be done, by a
study of its grid structure, will be indicated in Sec. 8“7, and illustrated at
length in Chap. 10.

8.5. The Signitlcance of Ideal Grid Structure.-It will now be shown
that if a functional relation

Zk = f(~i, Zj) (25)

—---- -.. .— .->--- _... ._
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has ideal grid stmcture, then there exists a topological transformation

Yi = @i(Zi),

I
(26a)

Yj = @j(Xj), (26b)

Xk = &(Yk), (26c)

such that
Yk = Y,+ Yj. (27)

Inother words, ifthefunctional relation Eq. (25) hasideal grid structure
it can be expressed as

@l’(x~) = @i(Z) + ~j(~j) . (2s)

It will follow immediately that this function can be mechanized using a
differential as grid generator, together with transformer linkages and
scales which establish the relations of Eqs. (26).

B\

Fm. 8,8.—Subdivision of an ideal Rid structure.

Let us consider the ideal grid structure defined with respect to a
center S and a contour C, as shown by the solid lines of Fig. 8.8. Asso-
ciated with each intersection in this grid structure are values of the
indices r, s, and t,such that

r+s=t. (29)

The index r is a single-valued function of the xi-coordinate of the inter-
section, s is a single-valued function of xi, and x~is a single-valued function
of t. In short, the indices r, s, t have all the characteristics which should
be possessed by the parameters Yi, Yj, Yk, respectively, except that they
are defined only for a discrete sequence of values, instead of as continuous
functions of xi, xi, Xk. We shall now show that the definition of the indices
can be extended to apply to a continuum of values; the theorem above
will then follow on identification of r, s, twith Yi, Y7, Yk, respectively.

Let us consider the portion of Fig. 8.8 lying between the contours B

and C, and between the lines z~o)and Zjl). It is clearly possible to choose
a contour C’ such that a step structure constructed between the contours
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Z3 and C’ passes from the center S to the point (zj’), Z\-’), ZL’)) in two
steps, instead of one. Now let us construct a grid structure with respect
to the center S and the contour C’ (solid and dashed lines of Fig. 8.8).
It is clear from the method of construction that this new grid structure
includes the contour C as its first contour beyond C’. It follows immedi-
ately that every line of the original grid appears in this new one; in
addition, there is a new line interpolating between each pair of adjacent
lines in the old grid. Instead of reassigning integral indices to all lines

I

I

-o-
f the new grid, we shall retain the old indices for the old lines and assign
half-integral indices to the intervening lines. All indices are just half as
large as they would have been if the construction had been begun with
the center S and the contour C’; Eq. .3
(29) is still satisfied, but half-integral
indices may occur in it as well as +2
integral ones.

In the same way we can construct ‘1
a new grid structure in which C’ is the o
second contour (rather than the first) ‘~1
beyond S, and can assign to the lines
of this structure quarter-integral in- -2
dices which satisfy Eq. (29). Con- -3
tinuing to subdivide the original grid -3 -2 -1 0 +1 +2 +3 +4
in this way, we can define grid-struc- Zi

ture lines correspondhg to arbitrary
FIG.8.9.—Gridstructureofz, •1-~j = u.

values of r,s, t,in a continuous range, throughout maintaining the validity
of Eq. (29). These indices appear as functions of z,, xi, x~, having the
form of Eqs. (26); it is only necessary to identify r, s, t with Yi, Yj, Y~,
to complete the proof of the theorem.

As examples of functional relations with ideal grid structure we may
take

xk = xi + ~j, (30)

I
I

with grid structure shown in Fig. 8.9,

with grid structure shown in Fig. 8.10, and
Xi~k = —,
Xi (32)

wit,h grid structure shown in Fig. 8.13.
An alternative statement of our result is the following: If a functional

relation has ideal grid structure, it is always possible to apply a topo-

1
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logical transformation of the form of Eqs. (26) that will transform this
grid structure into the form shown in Fig. 8“9, within some domain of the
variables. Possible limitations of the domain of this transformation will
be evident on comparison of Figs. 8“9, 8.10, and 8“13. The grid structures
of Figs. 8-9 and 8.10 correspond closely in the first quadrant, and the
general form of the required transformation of horizontal and vertical

I~IG.S.IO.—Grid structure of Z,2 + Zjz = z~z.

coordinates is clear enough; on the other hand, it is also clear that a
transformation which will serve to carry one grid structure into the other
in the first quadrant will not have this effect ih the second quadrant, or
the fourth. This is due to the fact that the transformation Eq. (26a), as

defined by the grid structure, ceases to be single-valued when the contour
C is followed through a point of infinite slope; similarly, Eq. (26b) ceases
to be single-valued when C is followed through a point of zero slope.
Together, these limitations restrict the transformation from Fig. 8“9 to
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Fig. 8“ 10 to corresponding quadrants. A very different example is
provided by Eq. (33). The transformation equations

Y, = in Z,,
Yj = – in Xj, (34)
Y~ = in z~,

which transform Fig. 8.13 into Fig. 8.9, transform the first quadrant of
Fig. 8.13 into the whole of Fig. 8.9; other transformations carry each
of the other quadrants of Fig. 813 into the whole of Fig. 8“9.

We have now proved that any function with ideal grid structure can
be mechanized using a differential as grid generator. This is by no means
necessary, nor is it usually desirable. It is, in fact, possible to use any
grid generator with ideal grid structure in mechanizing any given func-
tional relation x~ = j(w, ZJ with ideal grid structure; the choice should
depend on the mechanical desirability of the device as a whole. In order
to make contact with the analysis of Sec. 8.1, let us suppose that it is
desired to establish between external parameters Xi, Xi, X~, a given

relation
X~ = F(Xil Xi) (35)

with ideal grid structure; this is a problem equivalent to that of finding a
linear mechanization of a relation of the form of Eq. (35) between
variables xi, xi, x,. Let there be given a grid generator with ideal grid
structure mechanizing the relation

Y~ = G(Yi, Yj) (36)

between internal parameters Yi, Yj, Yk. We have seen that this relation
can also be mechanized using a differential as grid generator; Eq. (36) is
equivalent to

zk = z, + Zj} (37)
2, = (2,1 Yi) “ Y{,
Zi = (Zjl Yj) “ Yj,

I

(38)
Y, = (Yjlzk) “ 2,,

with the indicated transformer functions all single-valued. Conversely,
the given grid generator, Eq. (36), can be used in mechanizing Eq. (37), aa
indicated in the inner circle of Fig. 8.11; the transformer functions
required are the inverse of those in Eq. (38). We know also that the
resulting differential can be used in mechanizing Eq. (35), in combination
with transformer linkages generating the relations

Zi = (ZilXi) “ Xi,
Zj = (ZjlXj) “ Xj,

I

(39)

X~ = (X~lZ~) c Zk,
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as shown in the outer circle of Fig. 811. It thus becomes obvious that
the given grid generator can be used in mechanizing Eq. (35), by com-
bining it with transformers mechanizing the operators

(YilXi) = (YilZt) o (ZilXi),

(Yjlxj) = (Y~lzJ-(zjlx,), ) (40)
(X,IY!J = (xk(zk)”(zkl Yk).

These transformers maybe simpler in structure than those required
with the simpler differential grid generator, and the domain of operation
of the complete detice may be more extensive. For example, it is cer-
tainly possible to build a multiplier with linear scales, using a differential

xa

Fm. 8.11.—Mechanization of a given function with ideal grid structure
generator with ideal grid structure.

by a given grid

as grid generator, and logarithmic transformers [Eq. (34)] such as that
illustrated in Fig. 7.9. Theresulting mechanism would be unnecessarily
complicated, and would be operable only in a domain in which none of
the variables changes sign. It ismuchmore satisfactory touse as grid
generator a star linkage (Chap. 9). This can be so designed as to have an
almost ideal grid structure, and, in combination with simple trans-
formers, makes up a multiplier useful through a domain that includes
both positive and negative values of z~ and ~. It is thus evident that
the problem of designing new grid generators with ideal grid structure is
one of considerable practical importance; it will be the subject of Chap. 9.

8.6. Choice of a Nonideal Grid Generator.—The number of types of
simple and mechanically satisfactory grid generators is rather limited, but
the grid structures of these devices can be varied widely by changing
design constants. It appears to be practicable to set up an atlas of grid
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structures from which, by simple comparison with the grid structure of a
given function, it would be possible to select a type of grid generator
suitable for a mechanization of that function, and to determine approxi-
mately the required design constants. We may note here some char-
acteristics of this problem, and some methods of simplifying it.

The grid structure of a given function may differ from the cataloged
grid structure of a satisfactory grid generator for any or all of four
reasons:

1. They maydiffer bya topological transformation, Eqs. (8), which
is to be carried out by the transformer linkages.

2. The contours C of the grid structures may not correspond.
3. The centers h’ chosen for the grid structures may not correspond.
4. The cataloged grid structure may correspond to use of the wrong

terminal as output terminal.

These four factors will be considered in turn.
&gulaTized Grid Structures.—In order to make possible direct com-

parison of the grid structures of given functions and given grid generators,
it is desirable to reduce to a common form all grid structures which differ
only by a topological transformation. This common form will be termed
the “regularized grid structure.” It is possible to mechanize a given
function by a given grid generator if, and only if, their regularized grid
structures are identical, or can be made so by proper choice of the ele-
ments mentioned in Items 2, 3, and 4 of the preceding paragraph.

In general terms, one may define a regularized grid structure as that
obtained from any given grid structure by applying a topological trans-
formation which converts the rectangular grid of the original structure
into a square grid. More precisely, the transformation to be applied is
that which maps into a square grid the very fine grid structwe formed
in the limit as the contour C approaches the center S. Let the given
functional relation be

zk = ~(~i, ~j). (14)

The transformation to the plane of the new variables (z,, zj) can be
defined in terms of line integrals in the (z, zj)-plane, extending from the
chosen center S = (Xiol Xjot xkO) along the contour of constant Sk:

H)“ af~ = @i(zi) =
.,, z .k~,,

d%, (41a)

H)

“ afq = @j(~J=
.’,~ .,=.,Odzi. (41b)

The variable Zk is then so defined, as a function of zk, that Eq. (14)
reduces to

zk=zi+~ (42)
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along the line z, = Zi in the (z,, zj)-plane. Rewriting Eqs. (41) as

x, = 1#/(zi), (43a)
q = $’(zj), (43b)

one may express the required relation as

‘,=’[4))491 (44)

All functions with ideal grid structure have the same regularized grid
structur~that illustrated in Fig. 8.&except for possible differences
in the spacing of the grid lines. For instance, if the given relation is

()aj _ Xi

(-)

af Xi
z . –Zo’ ax ‘~

(46)
%zk ZLO 7 Zk=Zko

Then

(47a)

x;— Z:.
Zi=—

hkll -
(47b)

Thus

xi = 4-l(zi) = (X:. + 2wzi)~4, (48a)

Z; = 4–1 (Zj) = (X~~+ 2Xk0Zj)‘i, (48b)

and Eq. (44) becomes

xk = (~~~+ 2~~&~)‘i, (49a)
or

(49b)

As with all functions having ideal grid structure, the z’s thus defined
satisfy Eq. (42) not OrdY when zi = zjl but throughout the domain in
which the transformation Eq. (41) is defined and single-valued; the
regularized grid structure is that of Eq. (42).

Figure 8.12 shows a regularized nonideal grid structure, that of Eq.
(23). It is, in fact, the regularized form of the grid structure shown in
Fig. 8.7, and has been constructed graphically by reference to that figure,
rather than by analytical working out of the transformation discussed
above. We know that the rectangular grid of Fig. 8.7 would be reduced
to an almost square grid by this transformation. In Fig. 8.12 this grid
has been constructed as exactly square, with negligible error. The con-
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tour lines in Fig. 8“12 must have the same relation tothis square grid
as the contour lines of Fig. 8.7 have to the rectangular grid; points of
intersection are easily established by interpolation, and the contours
passed through them. Such a construction is quite accurate enough
for the purposes here contemplated if the mesh of the original grid struc-
ture is not too open.

The curves of the structure
thus established must correspond
to equally spaced values of zi, zjl
zk that satisfy Eq. (42) along the
line .Zi = Zj. One can determine
the spacing constant a only by
reference to the transformation
equations; this, h owe ve r, is a
matter of scale which is of no
practical importance.

In a regularized grid structure
the square grid contributes noth-
ing to the characterization of the
function; attention can be focused
on the system of contours of con-
stant z~. The usefulness of the

-4a -2a
1

+Za +4a

FIG. 8.12.—Regularized nonideal grid struc-
ture.

idea of regularized grid structure is largely due to this fact.
EjTect oj Change of Contour C.—The transformation to a regularized

grid structure converts the functional relation

~k = ~(~,, ~j) (14)
into another,

)zk = g(zi, Z~, (50)

which defines a “regularized surface” in (zi, Zj, z~)-space. This surface is
tangent to the plane Zk= zi y Zj all along the fine Zk= O, and intersects
it all along the line zi = Zj; its form is made obvious by the contour lines
of the regularized grid structure. Change in the choice of the contour C
changes the spacing of these contours, but not the form of the regularized
surface that they describe. Thus, in comparing regularized grid struc-
tures of given function with those of given grid generators, one should
compare surface to surface, not contour to contour. This can be done
without knowledge of the spacing constant.

E$ect of Chunge of the Center S.—Passage to the regularized grid
structure always transforms the contour B through the chosen center S
into the straight line zi + Zi = O in the (zi, z~)-plane. When the grid
structure is ideal, all contours of constant Zk are transf ormed into parallel
straight lines; the appearance of the regularized grid structure does not
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depend on S. When the grid structure is nonideal this is not precisely
true. Adj scent contours are converted into lines which are only approxi-
mately straight, and the special characteristics of the nonideal structure
become evident in the form of the more remote contours. Choice of the
center S’ on another contour B’ (Fig. 8“12) would make that contour
transform into a straight line, and introduce a corresponding curvature
into thetransformed contour B. If B’isvery nearly a straight line in the
ori@nal regularized grid structure, thechange inform of B, and of the rest
of the grid structure, will be small. It is thus evident that the chosen
center of the grid structure in Fig. 8“12 could be changed within wide
limits with little effect on the appearance of the regularized grid structure.
on the other hand, a striking change would occur if S“ were chosen as
the center.

It is usually sufficient, for practical purposes, to represent a given
grid generator by a single regularized grid structure. The domain of
usefulness of the grid generator will be limited by mechanical considera-
tions, and it will be natural to choose S near the center of this domain.
The domain of a given function to be mechanized will also be specified,
and a center S’ will be chosen near the center of this domain. If the grid
generator is to be useful in mechanizing this particular function the
centers S and S’ must correspond at least roughly, and the difference
between them will not cause large differences in the appearance of the
regularized grid structures.

Eflect oj Choice of Output !!’erminul.-Given a mechanism suitable for
use as a grid generator, one might choose any of the three terminals as
the output terminal, and might associate the input parameters with the
other terminals in two different ways. To each of the six possible ways
of using this mechanism as a grid generator there corresponds a different
grid structure. The appearance of the grid structure depends principally
on which of the terminals is associated with the output parameter yk;
interchange of the input terminals, in their association with Yi and Yi,
merely produces a reflection of the grid structure in the diagonal line
Y, = Yi.

In an atlas of grid structures one might then represent each mecha-
nism by three regularized grid structures corresponding to the three
choices of output terminal. Alternatively, one might present a single
regularized grid structure. For each given functional relation it would

then be necessary to construct three regularized grid structures, with
xi, Zi, and x,, in turn, treated as the output variable. A match between

one of these three structures and a cataloged structure (after a possible

reflection in the diagonal) would then show that the cataloged mecha-

nism could be used, and would indicate the way in which the paramet.e

should be associated with its terminals.
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8.7. Use of Grid Structures in Linkage Design.-The concept of grid
structure is of fundamental importance as an aid in designing grid
generators for special applications. For this purpose it becomes neces-
sary to introduce the following generalization of the idea.

Generalized G% Structures.-In the preceding discussion the grid
structure of a functional relation

has been defined as a system of lines in the (zi, ~j)-plane: straight lines
representing constant values of z; and zj, which form a rectangular grid,
and a superimposed family of contours of constant Zk. Such a grid
structure is a very special form of intersection nomogram representing the
given relation.

Now it is not at all necessary to treat xi and zj as cartesian coordinates.
Instead, one can take the plane of representation as the (zi, zj)-plane, and
let w and Zi be any pair of curvilinear coordinates in this plane, given
in terms of the cartesian coordinates zil z~,by

)Zi = Zi(Zi,Zjj (51)

)~j = ~~(Zi,Z~.

The construction of the grid structure then proceeds as before. Adjacent
contours B and C of constant Xkare chosen, and between them, beginning
at the center S, there is constructed a step structure consisting of portions
of contours of constant xi and xj. These latter contours, extended
through the plane, make up a curvilinear grid, instead of the rectangular
one previously obtained. The complete grid structure consists of this
grid, together with contours of constant Xkwhich paw through the grid
intersections r = s, or interpolate smoothly between these contours.

The same grid structure can be obtained in a different way. Let
Eqs. (51) define a topological transformation between the (~i, xj)-plane
and the (~, zi)-plane. This transformation will carry a center S= in the
&at plane into a center S. in the second, and a contour C. in the first
into a contour C. in the second. It will also transform the entire grid
structure defined in the (a, xi)-plane, using S= and C., into the grid stmc-
ture defined in the (zi, zi)-plane, using S. and C..

Such a topological transformation of the grid structure will, of course,
affect none of its intersection properties; in particular, it will still serve as
an intersection nomogram representing the given function. We shall,
in fact, consider grid structures which differ only by a topological trans-
formation of the form of Eq. (51) as equivalent representations of a func-
tional relation.

Mez?uznkal Real~zat~on of a Given Grid Structure.-The author’s
teohnique for mechanizing functions of two independent variables makes
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important use of such topological transformations of grid structures.
The basic idea is to transform the given grid structure into a form which
suggests a satisfactory mechanical form for a grid generator. The tech-
nique employed in this transformation will be indicated in later chapters;
here we shall merely take note of the way in which a given grid structure
may suggest a corresponding mechanization of the function.

. *,= Q.-2 XA=cd

l/vl/’4-’k”1

*=-al

I Izi+ I

,1\l \l Uz,”-1
FIG. 8.13.-Grid structure of zk = 2i/z, (a = U@

Consider, for example, the grid structure of the relation

Xi~k=—
Xj

(52)

as shown in Fig. 8.13. The spacings of the rectangular grid lines change
in geometrical sequence; the fixed ratio is here 1.25. The contours of
constant xk are radial lines; the corresponding value of Xkfor each line is
the value of xi at its intersection with the horizontal line xi = 1. At each
point of this figure one can read off corresponding values of xi, xj, and zk
which aatisfy Eq. (52). Now, let there move over this figure a pin con-
nected mechanical y to three clifferent scales. If these connections and
scales are so arranged that one can read on the first scale the value of Zi
at the position of the pin, on the second scale the value of xi, and on the
third scale the value of Zk, then the device as a whole becomes a mechani-
zation of the given function. In the present case, the first scale should
show the horizontal displacement of the pin from the origin, the second
scale ita vertical displacement; the reading of the third scale should be
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FIQ. 8.14.—Transformed grid structure of z~ = Zilzi.
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proportional to the horizontal displacement of the intersection of the
radial line through the pin with a horizontal line. The divider (or multi-
plier) of Fig l"lOaccomplishes this inavery simple andobviousway; it
is the natural mechanization of the grid structure of Fig. 1.12, which
differs from Fig. 813 only by a reflection

A topological transformation of this grid structure will carry it into a
form (Fig. 8.14) suggesting a very different type of mechanization. The
horizontal Linesof Fig. 8.13 are transformed into a family of circles, aU of
the same radius, Ll, with centers lying on a straight line Cl. The vertical
lines of Fig. 8.13 are trimsformed into a second family of circles, all of the
same radius, Lz, with centers lying on the curved line C2. Finally, the
radial lines of Fig. 8.13 are transformed into a third family of curves.
These are very nearly, although not exactly, circles with the same radius,
L8; since the approximating circles intersect at a common point their
centers must lie on another circle with radius L~curve Ca in the figure.

On ignoring the small deviation from circular form of the curves of the
third family, we are led directly to the mechanization shown in Fig. 8015-
an approximate divider or multiplier, but a quite accurate one. The joint
P can be made to lie on a particular circle of the first family by placing it
at one end of a bar PA I with length Ll, and fixing the joint A 1in the center
of this circle, on line Cl. Conversely, if the joint A 1 k constrained to
lie on the line Cl—as by being pivoted to a slide-it will necessarily be
always at the center of the xi-circle on which P lies; a scale placed along
Cl can thus be calibrated to give the value of xi at the position of the
pin P. In the same way, the value of z{ can be read on a scale,lying along
the curved line Cz, using as index poi~t the joint A z connected to the pin
P by a bar of length Lz. Finally, values of the quotient zk might be read
on the circular scale C~. Instead of pivoting the bar PA 8, of length L,,

to a circular slide, one can constrain the point A 8 to lie on the curve Ca
by a second bar OAs, also of length R*, pivoted at the center of thk circle.
As shown in the figure, the index point has been transferred to this second
bar in an obvious way.

The shortcomings of this particular device are obvious: the use of a
curved slide, and the nonlinearity of the xi- and zIc-scales. To improve it
me should devise a more satisfactory way to guide the point A t along the
curve CZ, and should linearize the xi- and z~-scale readings by transformer
linkages, such as harmonic transformers or three-bar linkages.

How this can be accomplished is illustrated in Fig. 8.16, which shows
the first linkage multiplier so designed as to be operable through a domain
including positive and negative values of all variables. The point A ~
is constrained to follow the curve Cz of Fig. 8.15 by placing it on an exten-
sion of the central bar of a three-bar linkage @Y& (The required design
technique is indicated in. Sec. 1004.) Motion of A z along CZ produces a
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FICI.8.15.—Mechanization of the grid structure of Fig. 8.14.
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FIG. 8.16.—Linear mechanization of z~ = Z,p$k.
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corresponding rotation of the bar crj3of the thre~bar linkage; a nonideal
harmonic transformer converts this rotation into linearized readings on
the x,-scale. TO linearize the z~-scale the rotation of the bar OAS has
likewise been converted into linear motion of a slide by means of a non-
ideal harmonic transformer.

This design of a practical linkage multiplier has thus been arrived at
in three steps:

1. Topological transformation of a multiplier grid structure into a con-
venient form.

2. Design of a simple device for mechanizing this grid structure.
3. Conversion of the design to a more satisfactory form, by applying

constraints in a clifferent way and linearizing the scale readings.

An important fourth step is the final adjustment of linkage dimensions.
These steps are by no means unique, and one can design a great variety of
linkage multipliers. For instance, it is possible to find other transforma-
tions of the multiplier grid structure in which the curve Cz becomes a
circle or a straight line, and the design of a linkage constraint for the
point A, becomes trivial. To accomplish this one needs a thorough
understanding of the techniques to be discussed in the next chapter.



CHAPTER 9

BAR-LINKAGE MULTIPLIERS

A technique for designing bar-linkage multipliers will be developed in
this chapter, both for its intrinsic interest and as an example of a general
technique. The problem of mechanizing any other functional relation
with ideal grid structure is essentially the same, as regards the design of
the grid generator; differences arise only in the details of transformer
liikage design, which will need no discussion here.

\

“.. c~

““./y’

FIG. 9.1.—Star grid generator.

9.1. The Star Grid Generator.—The grid generator considered
throughout this and the following chapter will be the “star grid genera-
tor” or “star linkage” illustrated in Fig. 91. The general principles to
be explained can be applied to other grid generators, but the detailed
constructions will of course require modification. The reader will
recognize that in the case of the star grid generator these constructions
are particularly simple; this simplicity and the satisfactory mechanical
properties of this device give it a special usefulness in practice.

The star linkage consists of three links, Ll, Lz, LS, joined together at
one end by a common joint P. The lengths of these links we shall also
denote by L,, L,, La. At their far ends are free joints A 1, As, A~, which
are in some manner guided along three curves C,, Cz, C3. Input and out-
put parameters, Yl, YA, Ys can be read at these joints on arbitrarily

250
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graduated scales lying along these curves. The linkage establishes
between these parameters a relation

Y, = G(Y., Y,) (1)

which characterizes its behavior as a grid generator.
It is at once clear that any functional relation that can be generated by

a star linkage can also be represented by an intersection nomogram con-
sisting of three families of circles, of radii L1, LZ, La, respectively, repre-
senting constant values of the parameters Yl, Yi, Ys. In fact, the linkage
could be used in drawing this nomogram. If the joint A, is fixed at the
point Y1 on the Cl-scale, the joint P can then be made to describe the
Y]-circle on the nomogram; circles corresponding to definite values of
Yz and Y* can similarly be traced out by fixing the joints A 2 and A ~,

respectively. Each circle on the nomogram thus represents a correspond-
ing point on one of the three scrdes. To each configuration of the linkage
there corresponds a point on the nomogram at which three circles inter-
sect; corresponding scale readings and nomogram points indicate the
same triplet of values of the parameters, Y], Yz, Ya, satisfying Eq. (1).

It follows that any functional relation that can be generated by a star
linkage must have a grid structure that consists of three families of circles
with fixed radii, or can be brought into such a form by the geueral topo-
logical transformation, Eq. (8.51).

The grid structure of a star grid generator may be almost ideal over a
wide range of parameter values, or strtigly nonideal, depending on the
link lengths and the choice of curves Cl, C*, CS; it is thus useful in mecha-
nizing functions with either ideal or nonideal grid structure. In the
present chapter we shall be interested only in designing star grid gener-
ators with nearly ideal grid structure.

9s2. A Method for the Design of Star Grid Generators with Almost
Ideal Grid Structure.-It will be instructive to examine the grid struc-
ture of the star linkage shown in Fig. 9.1. This can be done graphi-
cally as illustrated in Fig. 92. We choose the center S of the grid
structure, and mark the corresponding positions of the joints A 1, A 2, As,

on the three scales with the values of r, s, t,for this center, O, 0, 0. About
these points we draw circles Cf~J,C$)j C(~),with radii L], LZ, L~; these inter-

sect at S. Let us choose C(j) as the contour B in the grid structure, thus

assigfing to Ys the role of xk in Sec. 8.3. Near the point t = 0 on the
Y3-scale we select another point to correspond to t= 1. About this we
describe a circle C(j’, of radius Ls, to serve as the contour C of the grid
structure. Between the contours C$’) and C(i) we can now construct a
step structure consisting of arcs of radius L1, centering on Cui ve Cl, and
arcs of radius L2, centering on curve CZ. Beginning at S we can follow
the circle C(!) to its intersection with the curve C(:). This intersection



252 BARLINKAGE MULTIPLIERS [SEC.9.2

corresponds to the indices r = O, t = 1; in order to satisfy the relation

r+s=t (2)

it must also be assigned the indexs = 1. (All three indices are indicated
in Fig. 9.2, though any two of them would be sufficient for identification.)
At a distance L~ from this point there must lie the points = 1 on the curve
C2. About the point s = 1 we describe the circle C(\), which intersects
the contour B = Cl? at a point with the indices s = 1, t = O; the other

+4

\

+3

+2
C*
+1

Q

+5

FIG. 9.2.—Grid structure of a given star linkage. The arms of the linkage are shown with
the commcm joint at the center of the grid Btructure.

index must be r = – 1. At a distance L1 from this intersection there
must then lie the point r = —1 on curve C 1. By continuing th~s process
we can build up a step structure between the chosen contours, and estab-
lish on the curves Cl and C2 the sequence of poinw corresponding to
integral values of the indices r ands. The families of circles C(I) and C(j)
about these points form the basic grid of the grid structure. All this
follows uniquely from our choice of the center S = (O, O, O) and the point
t=lon Cfi.

-.
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If the grid structure of this grid generator were ideal, all intersections
of the grid with r + s = t would lie on a circle C\i)with radius L3 and
center on the curve C9. Actually, as shown in Fig. 9“2, it is possible to
construct circles C$) that pass very nearly, though not exactly, through
these intersections. (Note, for instance, the divergences in the upper
right-hand corner of the grid structure.) For practical purposes the grid
structure may be considered as ideal over the greater part of the domain
illustrated. Within this domain it will mechanize the relation

X3 = Z1 + 22, (3)

if the scale calibration is that established by thk construction, or any other
relation with ideal grid structure, if the scales are properly transformed.
Figure 9.2 shows very clearly the system of curvilinear triangles which is
the distinguishing mark of ideal grid structure. So nearly ideal a grid
structure is by no means characteristic of star linkages. This particular
linkage has been expressly designed to have an almost ideal grid structure,
by a method which will now be described in detail.

Our problem is essentially that of constructing three families of circles,
C~J, C~), C~’) (with radii Ll, L2, Lg, respectively) which intersect to form a
triangular structure such as that shown in Fig. 9.2. We begin by choosing
arbitrarily six points in a plane. Three of these, A\’), A\”), A ~–l), will
serve as the points r = 1, 0, – 1, on the curve Cl of the completed link-
age; they should lie on a line of moderate curvature, with roughly equal
spacings, but can otherwise be chosen at will (cf. Fig. 9“3). The other
three points, A $1), A$O), A $–1), are to serve as the points t = 1, 0, – 1, on
the curve Ca, and should be chosen subject to similar conditions. About
the points A \l),A \o), A ~–1), construct circles C~”, Cjo), C\-l), with arbitrary
radius LI; similarly construct about the points A f), A $0),A !-l), the circles
C$l), Cj”), C$-l), with radius L~. Since these circles are to form the basis
of the grid structure, Lg should be so large that each C&ircle intersects
each circle C~J in two well-separated points. The intersections of the
circles will then fall into groups of nine, well separated in the plane. one
of these groups will lie near the center of the grid structure, whereas the
other will lie outside the region in which it is almost ideal; it is for this
reason that the two groups of intersections should not be close to each
other.

Choosing one of the two sets of intersections, we label each intersec-
tion with the corresponding indices r, s, ~: (– 1, 0, – 1), (– 1, 1, O),
(–1, 2, 1), (0, –1, –1), (0, 0, 0), (0, 1, 1), (1, –2, –1), (1, –1, o),
(1, O, 1). [The second index is in each case chosen to satisfy Eq. (2).]
These nine grid intersections have been chosen with a high degree of
arbitrariness; our problem is now to build the grid structure about this
nucleus, maintaining its ideal character so far as possible by appropriate
choice of the available des~ constants.
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The three intersections (– 1,0, –l), (O, O, O), (1, O, 1) must all lie on
the circle C~O). By constructing this circle we can establish its radius,
Lz, and its center, the point A j“) on the curve CZ. The known points,
(– 1, 1, O) and (O, 1, 1), and the known radius L, then serve to determine

Fm. 9.3.—Construction of a star linkage with nearly ideal grid struoture

the circle C\lJ, with center A\~); similarly the pointa (O, – 1, – 1) and
(1, – 1, O) determine the circle C!-’) with center A~-u. These new circles
fix four additional grid intersections: ( –2, 1, – 1), (2, – 1, 1), (1, 1, 2),
and (—1, -1, —2)

There are now determined the three link lengths, Ll, Ls, L,, and three
points on each of the curves Cl, (?z, C8. By passing smooth cuwtis
through these pointi we can setup a star linkage with a nearly ideal grid
structure in the neighborhood of the center S = (O,O,O). To improve the
accuracy of this construction, and to extend the domain of nearly ideal
grid structure, it is nemsaary to determine other points on these curves.
We now know that the point A\2) must lie on a circle Q~? of radiuaLt with
its center at (-1, 2, 1), and that the point A\-a lies on circle Q,-, with
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the same radius and center at (1, –2, –l). Similally A~2j and A~–2)
lie on circles of radius L, about centers (2, –1, 1) and (–2, 1, –l),
respectively, and A ‘$] and A $–2)lie on circles of radius La about centers
(1, 1, 2) and (– 1, – 1, – 2). No iurther information is to be extracted
from the known points of the grid.

Now let us make a tentative choice of the point ( –2, 2, O), on the
known circle C$”). Together with the known point (– 1, 2, 1) this deter-
mines the circle C\*)and its center A~2);C\zj,in turn, completes the deter-
mination of the grid intersection (O, 2, 2). By extension of this process,
a tentative choice of the point ( —2, 2, O) leads to equally tentative deter-
minations of other elements of the grid, according to the following scheme:

(–2, 2,0) + (–1, 2, l)+lly’, C\’)+ (o, 2, 2),
(o, 2, 2) + (1, 1, 2) + A\”, Cf’ + (2, o, 2),
(2, o, 2) + (2, – 1, 1) + A\’), Cp + (2, –2, o),
(2, –2, o) + (1, –2, –1) + A\-’), c!-’) + (o, – 2, – 2),
(o, –2, –2) + (–1, –1, –2) +A\-’), C$–’) + (–2, o, –2),
(–2, O, –2) + (–2, 1, –1) -Af’), c~-’) + (– 2, 2, o).

Thus we arrive finally at a construction for the point (– 2, 2, O), with
which the whole process was started. rhis construction will, in general,
lead back to the tentatively chosen initial point only if that choice was
made correctly. For example, an incorrect choice of the point (– 2, 2, O)
leads to construction of the dashed grid lines of Fig. 9.3. The curvilinear
hexagon, traced out in the clockwise direction. fails to close. A second
choice of the initial point leads to a different error in closing; interpolation
finally leads to a correct choice and the construction shown in bold lines.
There are thus determined two additional points on each of the curves
Cl, Cz, C,, and six additional circles in the grid structure.

These six new circles fix additional grid intersections-enough of them,
in fact, to determine immediately two more points on each of Cl, C2, C8:
A\’), lli-~, A!’), A\-’), A\’), A$-’). For example, the intersection of
C\-a)and C\’) determines (3, – 2, 1), and that of C~-l) and C~2)determines
(3, –.1, 2); these points, in the lower right-hand comer of Fig. 9.3, in turn
determine A\s)and C~”. It is at this point that the flexibility in the design
becomes inau5cient ta permit construction of an exactly ideal grid struc-
ture: these new circles should pass through certain triple intersections, but
the construction does not assure that they will do so. For instance, the
circles C~+a), C~-o, and C$”) should pass through a common point, (3,
–3, O); in Fig. 9.3 it can be seen that they pass ve~ nearly but not exactly
through the same point. A similar failure occurs at (3, O, 3); perfect
triple intemections at these points can be obtained only by changing the
Original arbitrary assumptions. In the present case this would hardly
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be worth while, as the linkage already determined has effectively ideal
grid structure in a very large domain.

9.3. Grid Generators for Multiplication. -The example of the preced-
ing section should make it clear that it is a simple and straightforward task
to design a star grid generator with almost ideal grid structure over a large
domain. From a practical point of view this is only a beginning in the
work of designing a satisfactory star grid generator for multiplication.
Other aspects of this problem will now be indicated.

Like any other grid generator with ideal grid structure in an extended
domain, the star linkage of the preceding section can be used in designing a
multiplier. Calibration of the scales in terms of the variables

Z1 = kr, ZZ = ks, Z3 = kt (5)

will convert it into an adder with very simple structure, mechanizing the
relation

zl+z*=z~ (6)

throughout a domain within which each variable maybe either positive or
negative. Recalibration in terms of variables xl, x2, x3, determined by

logla Z1 = 21, logla Z2 = 22, logloX3= 23, (7)

will convert it into a multiplier mechanizing

2122 = 23 (8)

throughout a domain in which all variables are positive.
The most obvious disadvantage of such a multiplier is its use of

curved slides. A more generally useful device could be designed if the
curves Cl, C~, Ct were of simple, mechanically desirable forms; elaboration
of the star linkage into a multiplier like that of Fig. 8“15 or Fig. 8.16 would
then follow the lines indicated in Sec. 8.7. One can in fact bring the
curves Cl, Cz, C3 into desirable forms by making appropriate changes in
those elements of the design that were arbitrarily chosen in Sec. 9.2. A
satisfactory method for doing this will be indicated in Sec. 9.5, where it
can be illustrated in connection with a problem having additional features
of interest.

Multipliers designed in this way do not permit change in sign of any
factor. If z1, for instance, is to pass through O, then z, and r must pass
through the cwresponding value –=. To accomplish this in a mecha-
nism with finite travel one must have a zl-scale of finite length; the
sequence of points A.f) must approach a point of condensation as r * — w.
Even when one has assured the existence of such a point of condensation,
correapcmdmg to Z1 = 0, it will be neceesa~ to face the problem of
extending the scale into the region of negative a.
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Such points of condensation have their equivalents in the grid struc-
ture of the relation

(9)

an alternative form of Eq. (8). In Fig. 9.4 this grid structure is developed
about the center X2 = X3 = 1, with the line xl = 1.25 chosen as the con-
tour C. The step structure between the contours B and C approaches the
origin in an infinite number of steps; the successively added lines of the
rectangular grid will tend to fill out the domain X2 >0, X3 >0, but will
never extend outside this region. The grid is of course ideal, and includes
the contours xl = (1 .25)r, with T taking on all integral values; as r - m
these contours approach the hori-
zontal axis, and as r - — m they
approach the vertical axis.

To obtain grid structures for
thk relation in all four quadrants,
one must use a separate center
for the grid structure in each
quadrant. If these four points
are chosen in similar positions in
the four quadrants, symmetrical
with respect to the two axes, and
if corresponding contours C are
used, then the four grid structures
will approach the coordinate axes
symmetrically. They will then

Fm. 9.4.—Grid structure of m = z~/zz.

appear to flow smoothly into each other in crossing these axes, and the
whole figure will take on the appearance of a single grid structure (Fig.
9.5). It is important, however, to remember that this result is obtained
artificially, and that the coordinate axes are lines of condensation in the
grid structure.

A topological transformation of Fig. 9“5 that would carry the three
families of straight lines into three families of circles of constant radius
would convert it into the ideal grid structure of a star linkage. To
each circle of this grid structure there would correspond an integral value
of r, s, or t,and a calibration point on one of the scales; to the circles
obtained by transformation of the coordinate axes there would correspond
points of condensation of the scale calibrations. Such a star linkage
would thus have the characteristics to be demanded in a grid generator for
a multiplier that must allow change of sign in the variables.

We shall now use this idea as a guide in designing a very satisfactory
star grid generator for multiplication.
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9.4. A Topological Tranaformation of the Grid Structure of a Multi-
plier.-Let us attempt to transform the grid structure of Fig. 9.5 (car-
tesian coordinates z*, XJ into an ideal grid structure in which each of the
three families of straight lines in the original structure is represented by a
family of congruent circles (cartesian coordinates y,, Ua).

First, let us consider the family of lines of constant z1. In the original
grid structure all these lines intersect at a common point O. Such a
property will not be changed by a topological transformation; in the

Fm. 9.5.-Grid structure of a multiplier or divider permitting changes in sim of the
variablee.

transformed grid stmcture the corresponding family of circles of radius L1

must all intersect at a common point O’. (See Fig. 9“6.) It follows that
the centers of these circles must all lie on a circular arc ab with radius L1

and center at Ot. The radius L1 can be chosen at will, as the problem is
independent of the scale of construction; it is usually convenient to take
LI as the unit of length.

The relation between a given straight line of the original grid stmc-
ture and the circle into which it is transformed may be established by
examining the topological transformation in the neighborhood of the
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l%. 9.6.—First topological transformation of the grid structure of a multiplier.
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origin O. In its general form this transformation is

X2= Xz(yz,ya),
X3 = G(gj,yJ. 1

(lo)

In the neighborhood of O, where all variables can be treated as small
quantities, this reduces to

X2 = C22Y2+ C23Y3,

}

(11)
x3 = c32.y2 + c33y3,

on neglect of small quantities of the second order (This, of course, is
valid only if O is not a singular point of the transformation.) Let
us assume that the transformed grid structure is symmetrical with respect
to the horizontal axis, in the neighborhood of the origin. Then we must
have

CZ3= C32 = O, (12)
and

Z3 C3a‘Y3—.— —,
X2 C22yz

(13)

in the immediate neighborhood of O. In other words, a line of slope xl
at the origin O of the original grid structure is transformed into a curve
through the origin O’ with slope changed by the constant factor (cS81CZ.J.
Since the slopes of the successive zl-contours in Fig. 9.5 change in a
geometric progression, the slopes at O’ of the corresponding circles must
also change in geometric progression, and by the same ratio (1.25). This
is true also of the slopes of the radii from the origin O’ to the centers of
these circles, which are the negative reciprocals of the slopes of the circles
themselves. Choosing arbitrarily a value of cJc,z, we can then con-
struct, in the transformed grid structure, circles corresponding to each
of the lines of constant Z1 in the original grid structure. In Fig. 9.6 there
are indicated four of these circles (A O,A-1,A–z, A–s) with centers above
the horizontal axis at points ao, a–l, a–t, a–s; the distinguishing subscripts
are the r values of the original grid lines, which lie in the second and fourth
quadrants of Fig. 9.5. The corresponding lines in the first and third
quadrants transform into the circles Bo,B-_l,B-z, B-.3, with centers bo,
b-l, b-a, b-s, which are the mirror images of ao, a–l, a–z, a-s, in the hori-
zontal axis. The sequence of points ao, a_,. a_2, . . . , which lies in the
domain of positive xl, has a point of condensation a_w on the horizontal
axis; an extension of the xl-scale into the domain of negative x, is
provided by the symmetrically placed sequence b,, b_l, . . . , which has
the same point of condensation. This point is of course the center of
the circle into which the vertical axis of the original grid structure is
transformed.



SW. 9-4] TRANSFORMATION OF A GRID STRUCTURE 261

Consideration of this family of circles will make it clear that there
exists no topological transformation of the type under discussion which
maps the whole of the (x2, m)-plane onto the (Y2, yJ-plane. The original

) contours of constant x] intersect only at the origin and at infinity, but the
circles into which we are attempting to transform them may intersect
anywhere in the (yz, yJ-plane, if arbitrarily large values of r or m are
admitted. We can at best hope to establish a topological transformation
that carries a porf~on of the original grid structure (certainly one within
which the magnitude of m is limited) into a grid structure consisting
of arcs of circles. This is quite sufficient for our purposes, since r = – co,
m = O, are not excluded from the domain of the transformation.

Now let us consider the family of circles of constant x3. Since the
original lines X3 = c were symmetrical with respect to the horizontal axis,
it is natural to give the transformed circles similar symmetry; their centers
must lie on the horizontal axis cd. The vertical axis m = O is already
known to be transformed into a circle of radius L,, with center at A-=.

It follows that this second family of circles must have the same radius as
the first: Ls = L1. Since the lines X8 = Z$’) converge on X3 = O as
t + – a, the point a-w must be a point of condensation on the x3-scale,
as well as on the zl-scale. The lines of the original grid intersect the
xg-axis at Z$;); the transformed circles must intersect the y3-axis at points
determined by

z$~)= X3(O, yi~)), (14)

or, in the immediate neighborhood of O’, by

The values of z!’) go to zero in a geometrical progression (ratio 1.25) as
t+–m. It follows that the sequence of values yj’) approaches zero, and
the centens of the zs circles approach a–~, in a similar progression as
t+–m, As a first attempt to find a transformation of the desired
character, let us assume that this geometrical progression is exact, rather
than an approximation valid only in the neighborhood of O’; that is, we
assume that Eq. (15) is valid for all t. Then, after choosing arbitrarily a
value of cS3,we can constmct the circle corresponding to any x$-line of
the original grid structure. In Fig. 9.6 there are shown eight of these
circles, with centers CO,c-l, c-2, c--s, and do, d-l, d_z, d_t. (The subscript
is the index t.) The c’s lie in the domain of positive x3, and have a con-
densation point at x, = O; the d’s provide, somewhat artificially, an
extension of the scale into the domain of negative 2s.

The assumptions made up to this point [transformation of the xl- and
z s-contours into families of circles symrnetrical to the horizontal axis,
validity of Eq. (15), and special values of CZ2and CM] determine two
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families of intersecting circles, and thereby determine completely the
nature of the topological transformation. It remains to be seen whether
this transformation has the desired character-whether the m-contours
are also transformed into a family of circles with common radius Lz. It
is immediately evident that this is not the case. In Fig. 9.6 there appear
64 points of intersection of the z,- and x~contours, distinguished by
small circles. These are the transformed positions of the intersections in
the original grid, and through them must pass the transformed contours
of constant x2. It will be observed that the intersections in the lower
half of the grid lie on curves that are concave upward, whereas those in the
upper half lie in curves (not shown) that are concave downward. By
the symmetry of the construction, the straight line w = O must be tran~
formed, not into a circle, but into the straight line yZ = O; the radii of
curvature of the other x~contours increase as they approach this limiting
straight line. The transformed ideal grid structure is not that of a star
linkage; indeed it is evident that if such a grid structure exists it must be
an unsymmetrical one. We can, however, approximate this grid struc-
ture by the nonideal grid structure of a star linkage, replacing the system
of m-contours of the ideal grid structure by a system of approximating
circles of the same radius. This “approximately ideal” grid structure,
which does have the other characteristics that we desire, will later be made
much more nearly ideal by readjustment of the design constants.

It is possible to pass circles very nearly through all the intersections
in the lower half plane of Fig. 9.6, by choosing a mean value La for the
radius of curvature and locating the centers of the circles in the upper
half plane. This will establish the general position of m-scale, and
will make it necessary to pass through the intersections of the upper half
plane circular arcs that are concave upward; the fit there cannot be very
good, and we must split the errors of construction as well as Dossible.

The best way to do this is to construct a circle through one set of
intersections in order to establish a radius Lz. (In Fig. 9.6, Eo is the
circle in question, and the radius chosen is just equal to L1 and L3.)
With this radius, we construct arcs about each of the known grid inter-
sections. If the grid structure under construction were to be ideal, the
arcs characterized by a given value of s = t — r would all intersect in a
common point. This is not the case here; instead of points of intersection
there exist more or less diffuse regions of intersection, within which we
can locate the centers of the grid circles with some degree of arbitrariness.
This arbitrariness can be used to good advantage. If a simple mechani-
zation of the grid structure is to be possible, the zz-scale must lie in a
simple curve, preferably a straight line or a circle. In the present case,
the regions of intersection lie roughly on a circle. In particular, the
circular arc e, with center at Q, passes nicely through all regions of inter-

1
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section except for three at the extreme ends. This circle will be taken
as the m-scale on this scale, and as near to the centers of the regions of
intersection as is possible we choose the centers el, eo, e-l, . . . of the
grid structure circles El, Eo, E-1, . . . in the lower half plane, and the
centers fl, jo, f-l, . . . , of the grid structure circles Fl, FO,F_l, . . . , in
the upper half plane. The grid stmcture circles must converge on a

FIG. 9.7.—FirtA approximate multiplier.

through the origin O’. The center of the circle E-.circle E-m = F_w

is e–~ = f_m,the point of condensation of the point sequence e. in the
positive domain of x2, and of the point sequence f,in the negative domain,

, it is the zero point on the x~scale. This completes the~s+—w.
determination of the constants of the star linkage.

The grid structure of Fig. 9“6 is mechanized by the approximate
multiplier sketched in Fig. 9.7. This consists of a star grid generator
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with arms LI, L2, Ls, meeting at a common joint P. The free end of Ll

is forced to move along a circle a with center O’, and the free end of L2
along a circle e with center Q, by arms RI and R2, respectively; the free
end of L~ moves in a straight slide c. It follows from the theory of the
transformation that the lengths of L1, L~j and R 1 must be equal; Lz also
has this length, but only accidentally. To use this device as a multiplier,
the scales must be calibrated in terms of the variables z,, x,, z,, related
to the indices r, s t, by Eqs. (5) and (7). The scale points of Fig. 9.6
thus occur for values of z,, x2, x3, which change in geometric progression;
these are the scale points shown in Fig. 9’7. One can easily show that

xl = K1 tan O, (16)
X3 = K3h. (17)

Calibrations on the z~scale follow (though not uniquely, since the
multiplier is not exact) from the relation ZS = z MZ.

The reader should sketch thk mechanism for z, = O and for Xz = O,
in order to see why in these cases the value of zs is necessarilyy zero. He
will also be able to show by simple geometry why the multiplication is
almost exact for small values of z I and x2.

9.6. Improvement of the Star Grid Generator for Muhiplication.—
The errors in the multiplier of Fig. 9“7 appear very clearly in its grid
structure, in which many of the triple intersections characteristic of
ideal grid structure have disintegrated into small triangles. To improve
this design we must change one or more of the families of grid circles in
such a way as to reduce the size of these triangles. This can be done by a
method that is useful whether the function to be mechanized has ideal or
nonideal grid structure.

Let us examine the possibility of improving the grid structure of
Fig. 9.6 by changing the family of circles CD, while keeping fixed the
families AB and EF. In Fig. 9.8 there are shown eight of the circles

AB and 10 of the circles EF, defining 80 points of intersection through
which circles CD should pass. It has already been noted that the circles
CD must have the same radius as the circles AB; to improve the grid
structure we can change only the positions of their centers. Let us
attempt to do this by the method of the preceding section, drawing arcs
of radius LS about the 80 intersections of the grid. As before, the arcs
with a common index t do not intersect in a common point, as they must

if an ideal grid structure is to be obtained. Instead, we Obsel-ve an
interesting and characteristic phenomenon: arcs with centers in the same

quadrant of the grid structure intersect nicely in a series of points that

define a curved x3-scale-but a different scale for each quadrant. This is

due to the fact that the four quadrants of the original grid structure are
actually independent, and have been associated with each other in a
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symmetrical, but essentially artificial, manner. In Fig. 9% the points
corresponding to positive ZZ have been marked with small circles, the
others with dots.

e{

FIG. 9.8.—First step in redesigning the multiplier grid structure.

It is evident that we can add circles CD to produce a grid structure
that is nearly ideal in various pairs of quadrants—those with X2 >0, or
with X2 < 0, or xl > 0, or x, < O—but that it will then be far from
ideal in the other pair of quadrants. To state it differently, we can

—
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combine the scale segments of Fig. 9.8 in several ways to form an z~scale,
obtaining a multiplier that will be very accurate so long as one of the
factors has a particular sign, but much less accurate when it has the
other sign. On the other hand, the difference between the diverging
scale segments is too great to permit a satisfactory compromise; no
choice of form for the z3-scale can make the grid structure nearly ideal in
all quadrants To obtain an deal grti structure the chcles AB and EF

must be so chosen thut the diverp”ng zrscale segments coalesce to form a m“nglc
z~scale. This method of stating the problem reduces it to an especially
convenient form, which can be solved by alternately adjusting the
circles AB and EF. We shall choose to change first the family of circles
EF.

In varying the grid structure there are two important principles to be
observed:

1. The grid structure should not be given more than one degree of
freedom at a time.

2. The grid structure should not be excessively sensitive to changes
in the vaned parameters. This can often be assured by changing
parameters in such a way that certain elements of the grid structure
remain unchanged.

For example, to improve the grid structure of Fig. 9% let us rearrange
the circles EF without changing their common radius. Let us maintain
the circular form of the zz-scale, but rotate it about the point e_~ = j_~,
thus keeping unchanged the circle E_~ = F_.. This rotation gives
the one degree of freedom that we desire in the problem, according to
Principle 1; we must therefore remove all freedom in the calibration of
the scale. By Principle 2, the rule for this calibration must be such
that the grid structure changes only slowly with rotation of the z~scale;
we shall therefore demand that it keep unchanged the grid intersections
marked with bold dots in Fig. 9.8.

Let rotation of the x,-scale, e, about the point e_= carry it into the
position e’ (Fig. 9.8). The calibration points e:, j: on this new scale
must lie at distance Lz from the corresponding fixed grid intersections, and
are easily constructed. The new system of grid circles II’F’ can then be
drawn, and finally, by constructing arcs about the new grid intersections,
the ne .Vset of z3-scale segments. Thus the whole construction does have
one degree of freedom, and it is easy to study the effect on the form of the
z3-scale segments of rotating the z~-scale. Trial will show that rotation
of the scale in a clockwise direction brings closer together the two zs-scale
segments to the right of a_w; by an interpolation or extrapolation one
finds a rotation of e which makes the separation of these scale segments
very small. Thk is the rotation shown in Fig. 9.8, the tentatively chosen
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rotation having been omitted as of little interest. The new scale and
the new circles E’F’ are shown in Fig. 9.9, together with the new form
of the m-scale constmction. The improvement in the agreement of the
z~scale segments on the right is very striking, but adjustment of the
circles All will be required to improve the agreement on the left,

\

\ /// /’

F1~, 9.9.—Second step in redesigning the multiplier grid structure.

To improve the grid structure further let us rearrange the circles Al?
Without changing their radii. To do this we shall keep fixed the form
of the xl-scale, ab, while rotating it about the point a_W. Calibrations
on the new scale will be held at a fixed distance L ~ from the grid inter-

1 sections indicated by bold dots in Fig. 9.9. With these c~anges we
I must make one other change, which has no parallel in the step pre~iously

described. Rotation of the x,-scale will move its center from O’ to O“.

.L



268 BAR-LINKAGE MULTIPLIERS [sm. 9,5

The new circles AB will all intersect at this point, through which there
must also pass the convergence limit of the circles EF, E-. It is
therefore necessary to keep Lz always equal to the distance from e_=

to O“ as the xl scale is rotated. We have then to consider a simultaneous

variation of both the circles AB and EF, but it is a variation with one
degree of freedom which offers no difficulties.

F1~. 9.10.—Improved multiplier grid structure.

Beginning with a trial rotation of the zl-scale into a position a’b’

(Fig. 99), one can establish calibration points a:, b: by drawing arcs

about the chosen points of the original grid. The A B circles can then be

constructed, the new Lz determined, and the EF circles constructed.

Finally, the new x~scale segments can be established, and the best

angular position for the xl-scale determined by an interpolation or
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extrapolation. In Fig. 9.10 this construction is shown for an x,-scale

determined by such an interpolation. 1 The four z~scale segments do not

FrQ. 9.1l.—MuMplier grid structure with circular z~cale.

merge exactly, but the groups of arcs make acceptably sharp intersections,
through which a straight lime can be laid by a small sacrifice in the fit at

the extreme right end of the scale. The circles CD constructed about,

I It wiU be obesrved that, becauee of the change in L,, aU grid interjections have
been shifted, even those used in eanetructing the new z,-eeale. (Old positions are
ehownby bold dots in Fig. 9.10.) This is not a matter of importance; afl that ie
requiredof the constmction ia that it shalfnot shift the grid etmcturew violently.
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points on this rectified xJ-scale are shown in Fig. 9.10. In view of the
~mall number of steps required, the result can be considered very satis-

factory: the grid structure is so nearly ideal over a wide domain that

analytical methods can be employed for its further improvement.

It is evident that the grid structure of Fig. 9.10 is not the only possible

solution of our original problem. The grid structure of Fig. 9.8 could

FICA9.12.—Multiplier grid structure ideal through a very large. domain.

have been varied in many ways other than those described above to
obtain even larger domains of nearly ideal grid structure, and clifferent
forms of the scales. Indeed, this method is as useful for control of the
form and extent of scales as it is for the improvement of grid structures.
For instance, the linear z~scale of Fig. 9.10 is easily converted into the
circular arc shown in Fig. 9.11. This form was obtained by rearranging
the circles E’F’, this time by increasing the radius of the zrscale, while
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keeping fixed the points e’__ and e’–,. New scale calibrations were so

chosen as to keep fixed the grid intersections indicated by bold dots in
Fig. 9.11. This figure shows also the new family of circles EF, and the
resulting circular form of the zs-scale; the curvature of this can be
changed at will by choosing a new center Q! for the xz-scale. A more

elaborate series of variations leads to the grid structure shown in Fig.
9.12, ~th nearly straight scale. The outstanding characteristic of this

grid structure is the large domain within which it remains effectively ideal.

,
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Fm. 9.13.—Improved multiplier, with the grid structure shown in Fig. 9.10.

9.6. Design of Transformer Liies.-The grid structure of Fig. 9.10
suggests the design for a multiplier shown in Fig. 9.13. The structure
of this multiplier is the same as that of Fig. 9“7; increased accuracy has
been obtained by changes in the dimensions, but the number and relations
of the elements remain unchanged. The ranges of the variables can

be changed with some freedom: the readings on the z+, zr, and zrac~es

carI be changed by factors a, b, and c, respectively, provided ordy that

Ob=c. (18)



272 BAR-LINKAGE MULTIPLIERS [SEC. 9.6

Such a multiplier, with nonuniform scales, is of limited interest; the
real importance of this device lies in the possibility of using it to drive a
computer. In such an application it may be regarded as an ideal grid
generator and used together with transformer linkages in the linear

mechanization of the relations

X3 = X1X2, (19)
X3 =fl(zl)jz(zz), (20)

or indeed of any functional relation mth ideal grid stmcture. If a linear
mechanization of Eq. (19) is required, the function of the transformer
linkages may be regarded as that of replacing the nonuniform scales of
Fig. 9.13 by uniform scales; in other cases the transformer linkages serve
also as function generators.

Let us consider first the problem of designing a multiplier with uniform
scales. To describe the configuration of the grid generator we may use
internal parameters Yl, Y2, Ys, defined in Fig. 9,13. The scales shown
in the figure establish a nonlinear relation of the variables z to the
parameters Y,

z, = (X,1Y,) “ Y,, r=l,2,3, (21)

which can be determined, for instance, by measurement of the figure.
We wish now to establish the same relation between the parameters Y
and the variables z as indicated on unijorm scales. We introduce
transformer linkages which present new terminals, described by external
parameters Xl, X2, X8. These external parameters are related to the
internal parameters by the linkage equations

x, = (XrlY,) “ Y. I-=1,2,3, (22)

and to the variables xl, z,, x3, by linear relations,

z, = Z:o) + K,(x, — x$’)), (23)

which may be symbolized by

z, = (Zrllx,).x,. (24)

Our problem is to find linkages such that the linkage operators satisfy the
relations

(Glyr) = (Lllxr) “ (Xrlyr), r=l,2,3. (25)

This problem takes on a completely familiar form when it is expresed in
terms of homogeneous parameters and variables: o,, I%,oS, corresponding
to Yl, Yz, YS; Hl, Hz, H3, corresponding to X1, X2, XS; hl, hz, ha, cor-
responding to x,, z*, z~. In terms of homogeneous parameters and varia-
bles a linear transformation reduces to the identical transformation, and
Eq. (25) reduces to

(h,le,) = (Hrlo,). (26)
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Our problem is thus to find linkages with operators (H,l o,) having the
known form of (h,l 0,), subject to the condition that the input parameters
Y, have a given character—that they are, for instance, angular parameters
with a specified angular range. This is exactly the type of problem dis-

cussed in Chaps. 4 to 6.
As an example of the use of the same grid generator in linearly mecha-

nizing another functional relation with ideal grid structure, we may con-
sider the problem of mechanizing Eq. (20) with linear scales in xl, u, xi.

TABLE9,1.—CEAnACTEEISTICSOFTHESCALESOF FIG. 9.13

ala

–1.000
–0.800
–0.640
–0.512

O.000
0.512
0.640
0.800
1.000

db

–1.000
–0.800
–0.640
–0.512

O.000
0.512
0.640
0.800
1.W3

de

–1.000
–0.800
–0.640
–0.512

O.000
0.512
0.640
0.800
l.m

Y,, degrees
1

h,
I

0,
I —1

–22,3
–17.6
–14.0
–11.1

0.0
11,1
13,9
17.4
22.1

0.000
0.100
0,180
0.244
0.500
0.756
0.820
0900
1.000

0.000
0.106
0.187
0.252
0.502
0.752
0.815
0.894
1.000

Y,, degrees

–33.7
–27.8
–22.6
–19.9

0.0
19.9
25.2
32.1
49.9

Y,

–0.264
–0.198
–0.148
–0.112

O.cn)o
0.098
0.120
0.147
0.182

O.000
0.100
0.180
0.244
0.500
0.756
0.820
0.900
1,000

h,

O.000
0.100
0.180
0.244
0.500
0.756
0.820
0,900
1.000

e,

0.000
0.071
0.132
0.165
0.403
0.642
0,705
0.787
1.000

O.000
0.148
0.260
0.341
0.592
0.811
0.861
0.921
1.000

—.-.



274 BAR-LINEAGE MULTIPLIERS [SEC. 9.6

The quantities to be multiplied are

21 = jl(zl),
22 = j2(z*). }

(27)

The z,- and z,-scales of Fig. 913 are then to be interpreted as scales of
ZI and 22; the relation of xl to Yl and X2 to Y2 follows from the observed
relations of ZI to YI and .22to Yz, together with Eqs. (27). Except for thk
difference of detail in establishing the form of the operators (x,1Y,), the
procedure of the preceding paragraph applies without change. The com-
pleted mechanism may be of exactly the same type as the multiplier

1.0r

0.9

0.8
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0.6

h,

0.5 -
(hz I@J

0.4

0.3 /

0.2

0,1

0
0 0.1 02 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

e,
FIG. 9.14.—Operator~ (&l@,) for the multiplier, Fig. 9.13.

itself, or of even simpler form. It is, indeed, one of the important virtues
of bar-linkage generators of functions of two independent variables that
their complexity does not necessarily increase with the complexity of the
analytic form of the function, as its does with conventional computers.
This fact will appear most clearly in the next chapter.

As an example of the form of the linearizing operatom, we may con-
sider those needed for the multiplier in Fig. 9“13, if the rangea of motion
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are to be those indicated in that figure. Table 9.1 shows the value of
each variable at the indicated points of calibration, the corresponding
value of the associated parameter, andthe homogeneous variables h
and o at each point. The operators (h,ld,) are plotted in Fig. 9.14. It
will be noted that the operator (hzl02) shows an appreciable discontinuityy
in slope when hz = 0.5. This is due to the still imperfect match between
the four quadrants of the transformed nomogram.

The type of linkage used for each transformer will depend both on the
nature of the function and on the type of output terminal desired. In

FIG.9.15.—Multiplierpermittingchangein signof only one factor.

general it will be found that the linkages discussed in Chaps. 4 to 6 offer
all the flexibility required. Examples are provided by Fig. 8.16, which
has already been explained, and by Fig. 9.15. The latter figure shows a
multiplier designed to permit change in sign of m, but not z 1. The
central joint of the star grid generator appears a little below the center
of the figure. The bars have their other ends guided along a horizontal
straight line, which serves as the xl-scale, and along circles with centers
0,0’, respectively. Rotation of the end of one bar about O is transformed
into horizontal slide motion proportional to ZZ by an ideal harmonic
transformer: rotation of the end of the third bar about O’ is transformed
into a parallel slide motion proportional to
three-bar linkage and an ideal harmonic

X3 by a combination of a
transformer. The design
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involves four dimensional constants subject to arbitrary choice: A, which
determines the scale of the grid generator and the length of the z,-scale;
B, which determines the scale of the three-bar linkage; C and D, which
determine the lengths of the x2- and x~-scales, respectively. If X,, X,, X3
are displacements measured in the same units, the linkage generates the
relation

X3 = ~ 0909 ~, &
~“AC”

(28)

The first steps in designing transformer linkages will involve the use
of tabular or graphical methods. A graphical presentation of the oper-
ators, as in Fig. 9.14, will make it possible to read off values of the
operators for evenly spaced values of d,, when these are required. [As a
rule one should disregard irregularities in the linearizing operators, such as
are shown by (hzIL%)in the example above; the operators should be
replaced by smoothly varying approximations.] Such graphical inter-
polations are not necessary when the geometric method is to be used in
designing a three-bar linkage. One then needs to use a geometric series
of values of one of the variables involved—such as are provided in
Table 9.1 in the case of the variables xl, x2, xi. To apply the geometric
method directly to the entries in such a table one would require an overlay
constructed for the same geometric ratio (here g = 1.25). The overlay
would also need to be extended in both directions from the zero line by
addition of a new series of lines with spacing [cf. Eq. (5.92)]

y(f+l) – y(t) = _ ~gt, t=o, l,.... (29)

The details of this extension of the geometric method will present no
difficulty to the reader.

To minimize the accumulation of errors in designing transformer
linkages, the following procedure is often useful. When two of the trans-
formers have been designed, a graphical recalibration of the third of the
original scales can be carried through before its linearizing transformer is
designed. For example, let new uniform scales for z, and X2 be con-
structed and accepted as exact. On these scales lay down geometric
series of point~

xy~ = k Clg’,
zp~ = * Czg”. (30)

Next, construct corresponding calibration points on the original non-
uniform z1- and z~scales, using the known constants of the transformer
linkages. Then, using the known constants of the grid generator, con-
struct the points z~4’) on the original z~scale that correspond to xl = z~~
and xl = z$~, for various choices of r and s. If the grid generator were
exactly ideal, and the transformer linkages were without structural error,
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all the points with
r+s=t (31)

would fall together on two points of the x2-scale, corresponding to

Z$l = * C1C29t. (32)

Actually there will be some scattering of these points, and it will be
necessary to choose mean positions for the new calibration points xf~
on the x,-scale. This method of constructing the x3-scale introduces a
partial correction for all design errors committed up to this point; it
remains only to design the transformer linkage for the xs-terminal.

9.7. Analytic Adjustment of Linkage Multiplier Constants.-Final
adjustment of the constants of a multiplier can be carried out by analytic
methods similar to those described in Chap. 7. From the point of view
of theory, the present problem differs from the earlier one principally
in the necessity for controlling the structural error in a two-dimensional,
rather than a one-dimensional, domain. From a practical point of view,
the large number of adjustable constants makes a complete treatment
of the problem tedious, but assures high accuracy in the result if enough
care is taken. The present section will describe a straightforward
application of analytic methods to the final adjustment of linkage con-
stants; the next section will indicate some associated or alternative
techniques used by the author. The reader should be warned that the
practical importance of this part of the design procedure, and the labor
required, are out of proportion to the brief discussion that can be devoted
to it in this volume.

If the combination of star grid generator and transformer linkages
were an exact linear multiplier, it would generate a relation

RX3 = X,X, (33)

between external parameters X1, X,, X3, at least withh a domain

Xlm ~ Xl ~ XIM, X2. s x2 s X2M, X3. s x, s X,.v. (34)

Here E is a constant, and the parameters are so defined that Xl = O
when z, = O, etc. Because of structural errors in the mechanism it will
actually generate a relation that can be written as

RX3 = X1X2 + 6(X,, X2). (35)

The last small term is the structural-error function of the mechanism,
which must be brought within specified tolerances by adjustment of the
linkage constants.

In the case of a multiplier it is convenient to gauge the error of the
mechanism by the structural-error function. The effort in the calculation
can be decreased by computing the error function for spectral va4ues of
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Xl and X2 which form geometric progressions in the two halves of each
input scale:

Xy)+ =

}

-HO’ ”9’, ~= . .
x(f)- = _ x~o) . y, “> –2, –1,0,1,2, ..., (36a)

xv+ =

}
x!0)”9”J ~=... –2–1012

Xy)– = _x~O) . g,, 17 ,1,7 ““”. (36b)

If the multiplier were exact, the corresponding spectral values of X3
would form similar geometric progressions in either half of the output
scale:

RX~fE~~ = x\O)x\o)gr+s= ~x~o)gr+n, (37)
Rx$+o- = _ X~O)XjO)#+S= – RX$)g?+8.

The spectral values of X3 in either half of the scale would then depend
only on the value of r + s for the correspondingg spectral values of Xl
and Xt. ~~th the actual multiplier we have instead

RX@’*J = X~)*X$J* + 6(Xy)*, Xi)+); (38)

the spectral values of X3 do fall into groups according to the value of
r + s, but they are scattered about the ideal value for the group, X~O)g’+s,
with errors given by the structural-error function J(Xf)*, X~)*).

The spectral values of the structural-error function are conveniently
arranged as a matrix-or, more properly, as an assembly of four infinite
matrices. To simplify the notation we shall write

6(X~)*, Xj’)*) = E;,*. (39)

With value of Xl increasing upward, values of X, increasing to the
right, the matrix takes the following form:

E=

Each row or column of dots represents an infinite number of rows or
columns of spectral values of Xl as r ~ + m, in the case of rows, or of Xi
as s a t co, in the case of columns. It is, fortunately, not necessary to
give detailed consideration to these parts of the matrix. In the graphical
process of constructing an ideal grid structure it was sufficient to con-
sider grid lines with small positive and negative values of r and s, and
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the circles of convergence, r = – co, s = – co ; the same restrictions on
r and s can be made in the present discussion, and for the same reasons.

If the grid structure is ideal at Xl = X2 = O--and it should be kept
so throughout the work—the output parameter X3 will be independent
of Xl when X2 = O, and independent of X2 when Xl = O. All entries
in the central cross of the matrix (40) will then have the same value,
E&;___

The elements of the structural-error matrix are functions of all
structural constants of the multiplier: the dimensions of the star grid
generator and the transformer linkages, the origins from which the
parameters Xl, X,, and X3 are measured, and the constant R of Eq. (38).
Let the independent constants be n in number: gl, gz, . . . g.. -A
small variation Agi of the constant gi will change the matrix element

~&*

E~~ by an amount ~ . Agi. It will then modify the matrix E by

adding to it Agi times the infinite matrix

[1aE$>
G,= —ttgi “ (41)

If small variations are made in all the constants gi, the structural-error
matrix will become, to terms of the first order in the Agi,

E+tiE=E+
2

Gag,.

i

(42)

The problem is then to determine the form of the matrices Gi and to
choose wrudl (cf. Sec. 9-3) values for the Agi which make the final struc-
tural-error matrix E + ~E as small as possible-or at least, to reduce
the errors in certain regions of this matrix until they meet specified
tolerances.

The labor involved in solution of this problem is considerable, and
the work must be arranged with care. It is necessary to consider only
the portion of the matrix that corresponds to the domain of action of
the multiplier. The central cross of the matrix must be included, but the
calculations need not be extended to large negative values of r and s,
particularly if variations of the constants are restricted to those that
maintain the accuracy of the multiplication for Xl = O and X2 = O.
Analytic determination of the derivatives (8E~$)/(dgi) is advantageously
replaced by large-scale graphical constructions to determine the matrices

(43)

for small changes Agi in each parameter; these matrices can be used
dkectly in the calculations, or converted into the matrices Gi, as desired.
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The matrices associated with uhanges in constants of the terminal
linkages have simple forms. Variation in a constant g~of the output
transformer linkage produces a change in X3 which depends only on X3;
consequently the corresponding matrix G~ has identical entries along
each line of constant X?. These are lines of constant T + s: diagonals
parallel to the principal diagonals in the lower-left and upper-right
quadrants (positive X3), and diagonals perpendicular to these in the
upper-left and lower-right quadrants (negative X3). All entries in the
central cross of the matrix will be identical. A matrix Gi associated
with a constant gi of the Xl-transformer linkage has entries which in each
row are proportional to X2; if g~ is a constant of the Xj-transformer
linkage, G~ has entries which in each column are proportional to X,.
In either case, the entries in the central cross will vanish if the changes
in the transformer linkages do not affect the accuracy of the multipli-
cation for Xl = O and X2 = O.

In varying the dimensional constants of the star grid generator one
should follow the principles discussed in Sec. 9.5; one should make
changes with one degree of freedom which maintain the invariance of
properly chosen elements of the grid structure, and particularly the exact
performance of the multiplier for Xl = O and X2 = O. Such changes
can of course be described by a single parameter g~,which may be termed
a “restricted parameter. ” It would be extremely difficult to compute by
analytic methods the matrices Gi associated with restricted parameters;
the graphical construction is quite practicable if the work is done on a
sufficiently large scale. The entries in the central cross of these matrices
are all zero.

It remains to make a linear combination of the matrices E and Gil
i=l,z,... n, that will have all elements as small as possible within
the domain of interest. Following the ideas of Sec. 7.3, one can make n
preselected elements of the residual-error matrix vanish exactly. (The
solution will of course be spurious if large Agi are required. ) One can
also apply the method of least squares (Sec. 76). The author prefers
to build up the required linear combination in a succession of steps, in
which there are formed linear combinations of the Gi that can be used
to reduce the elements in one or another of several regions of the error
matrix E without introducing new errors elsewhere. For simplicity,
let us divide the domain of interest into two regions, A and B. By
laying out the matrices Gi, one can see how to make a number of linear

combinations of these which are small in some part of region A. By

linear combinations of the resulting matrices one can build up combi-

nations of the Gi which are small throughout region A but large in

region B; these can be used to reduce the elements of the error matrix in
region B without introducing new errors in region A. Similarly, one
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can build up other linear combinations of the G~ which can be used to
reduce the errocs in region A without introducing new errors in region B.

The problem has thus been divided into two simpler and essentially
independent problems: that of reducing the error in region A, and that
of reducing the error in re~on B. If these problems are not simple
enough to be solved by inspection, each region can again be subdivided,
and the process of forming new linear combinations carried through as
before. The method requires some flexibility of approach, and the
designer will profit from experience. The author tinds it a completely
satisfactory method.

9.8. Alternative Method for Gauging the Error of a Grid Generator.—
It is usually satisfactory to carry out the final analytic adjustment of
dimensional constants for the grid generator and transformer linkages
separately. This greatly simplifies the calculations by reducing the
number of dimensional constants that must be varied simultaneously.

In adjusting the constants of a grid generator it is convenient to use
an alternative method for gauging the errors in the almost ideal grid
structure. We have noted that, in an ideal grid structure, systems of
contours of constant z 1, x2, zt meet in exact triple intersections, whereas
in a nonideal grid structure these nodal points of the grid disintegrate
into little triangles. To make a star grid generator ideal one would have
to make these triangles vanish throughout the domain of interest. The
linear dimensions of these triangles have the essential characteristics
required of a gauge of the error in the grid structure: they change pro-
portionally to small changes in the dimensional constants of the grid
generator, and vanish when the error vanishes. Since they are especially
easy to determine by graphical construction, it is very convenient to use
them directly as gauging quantities in the final adjustment of linkage
constants.

The star grid generator is intended to establish a relation

between variables z,, x,, x,, read on associated scales which are in general
nonuniform. Without attempting to control the uniformity of the
scales, we shall attempt to make this relation as exact as possible by
varying the constants of the grid generator and the calibration of the
scales. As in Sec. 9.7, we choose spectral values of the variables which
form geometric progressions:
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First we may construct the z1- and ztiontours in the domain of
interest. The intersections in the resulting cuwilinear grid can be
labeled with the index pair (~~, s A ). Next we construct the z~contours
specified by Eq. (45). These will not, in general, pass through the inter-
sections of the original grid, but will serve to complete small triangles
with one vertex at each intersection. Let the side of the (r ~, s ~ )-
triangle opposite the (r+, s f )-intersection have length L%, taken as
positive if the z~contour passes the intersection on the side of increasing
z3, negative if it passes on the other side. The deviation of the grid
structure from the ideal can then be represented by a matrix

L = [L~$], (46)

identical in structure with the matrix of Eq. (40), except that the quan-
titim E~~ are replaced by the quantities L~$.

A change Agi in a restricted parameter 9, of the grid generator will
change the grid structure; the lengths L~$ will become, to terms of the
first order,

L% + 6L% = L;? +
8L$$
— Agi.
agi

(47)

The quantities 6L$,~ can be graphically determined for some small Agi;
it is then a simple matter to write down the matrix

(48)

which corresponds to the matrix Gi of Sec. 9“7.

If each of the restricted parameters of the grid structure is changed
by a small amount, the matrix of triangle dimensions will become, to
terms of the first order,

(49)

To make the grid structure ideal one would like to choose values of the
Agi (necessarily” small”) that make the matrix L + 5L vanish identically.
Determination of the Agi can then proceed as described in the preceding
section, except that one will not in general attach the same relative
importance to reduction of the various quantities L~$ as to reduction
of the correspondhg output errors E*$; what weighting factor is to be
applied will be obvious from inspection of the grid structure.

When the scales associated with the grid generator have been deter-
mined, it will remain to design the transformer linkages and to adjust
their constants as described in Chap. 7. Finally, the performance of
the complete mechanism must be determined by exact calculation. The
procedure described in this section was applied in designing the multiplier
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illustrated in Fig. 9.15. The residual errors are shown in Table 9.2,
which gives zs — z M2 for a series of values of xl and x2, when the con-
stants A, C, D of Eq. (28) are so chosen that the generated relation
should be m = z1z2.

TABLE 9.2.—STRUCTUWL ERROR z, – ZGU IN MULTIPLIER, FIG. 9.15

x
1.000
0.797
0.637
0.511
0.409
0.000

–0.409
–0.511
–0.637
–0.797
–1.000

O.000

0,00195
0.00195
0.00195
0.00195
0.00195
0.00195
0.00195
0.00195
0.00195
0.00195
0.00195

0.401

-0,00230
0.00230
0.00390
0.00429
0.00400
0.00195
0.00400
0.00441
0.00419
0,00330

-0,00029

0.511

-0.00060
0.00080
0.00240
0.00289
0.00281
0.00195
0,00320
0.00330
0,00300
0.00179

-0.00179

0.660 0.802 1.000

0.00460 – 0.00308 0.00790
–0.00140 –O .00269 0.00080

0,00006 –O .00250 –O ,00250
0.00070 –O .00230 – 0.00390
0.00070 –o .00220 –0.00410
0.00195 0,00195 0,00195
0.00099 –o .00201 – 0.00339
0.00150 – 0.00250 –o ,00330
0.00039 –0.00310 0.00039

–0.00090 –o .00330 0.00250
– 0.00330 – 0,00320 0.00460



CHAPTER 10

BAR-LINKAGE FUNCTION GENEIUTORS WITH TWO DEGREES
OF FREEDOM

The preceding chapter has described a technique for the design of
bar-linkage multipliers-a technique which is also applicable in the case
of generators of arbitrary functions with ideal grid structure. The
present chapter will describe and illustrate a parallel technique for the
design of bar linkages that generate a given function with nonideal
grid structure. As in the preceding discussion, attention will be restricted
to the use of the star grid generator.

10.1. Summsry of the Design Procedure.—In designing a star grid
generator for a multiplier, we began by considering an intersection
nomogram for the given function,

X3 = X1X2, (1)

in the form of an ideal grid structure. We would have liked to carry

out a topological transformation of this into an equivalent nomogram

in which each family of lines would be a family of identical circles. The

transformed nomogram would necessarily retain the ideal grid structure

of the original one; the corresponding star linkage would then be an ideal

grid generator. We saw that such a transformation can not be found,

but, guided by this idea, we succeeded in laying out three families of

identical circles which had nearly the desired characteristics within a

restricted region. Then, using graphical methods in adjusting the con-

stants of the corresponding star linkage, we were able to make the grid

structure take on more and more nearly the desired ideal form.

The same line of thought can be followed in designing a star grid

generator for an arbitrary function. Differences in the procedure arise

principally from the fact that in improving the initial grid structure

we cannot concentrate simply on making it ideal, but must at each step

take account of the special function that is to be mechanized.

To design a star grid generator for a given function of two independent

variables,

z~ = j(q, X2), ,2)

we first represent it by an intersection nomogram consisting of three

families of lines;
2s4
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Z1 = Zy), (3a)

Z2 = Xf), (3b)

Zs = ZOO (3C)

We desire to apply to this nomogram a topological transformation that
will transform each family of curves into a family of circles of constant
radius:

1. Circles C~J of radius L I, centers A~), on the line of centers Cl.
2. Circles C$) of radius Lz., centers A f), on the line of centers CZ.
3. Circles C!/) of radius Ls, centers A$?, on the line of centers Ca.

If we can find such a transformed nomogram it wiU be equivalent to the
original one, and from it we shall be able to determine the constants of
the desired star grid generator: link lengths Ll, L~, L3; guiding curves
Cl, C’z, Ca; scales with the x~)-, x(SJ-2 , x~)-cahbrations at points A ~~,A ~),
A!), respective y.

In seeking such a transformation we can be guided by the special
characteristics, and especially the singularities, of the original nomo-
gram. Under a topological transformation, intersections transform into
intersections and points of tangent y into points of tangency; these
features of the original nomogram must then appear in the transformed
nomogram. If all lines of constant xl intersect at one point of the original
nomogram, then all circles C~) of the transformed nomogram must
also intersect in a similar manner. If a line ZI = z~) is tangent to the
line X2 = z~) where X3 = x$’), then the circles C~) and C!) must be tangent
to each other at a point on the circle C!’).

As a first step, we lay down tentative transforms of two of the original
families of lines, let us say the xl- and zz-contours. These will be
families of circles that have the invariant characteristics of the original
xl- and xz-contours, at least within the domain of mechanization; to each
will be assigned a tentative value of xl or x2, with due regard for all
invariant characteristics of the original assignment. The tentative
choice of these transforms is sufficient to determine the form of a tentative
topological transformation and a corresponding new form of the third
family of curves; to determine these curves we have only to plot, in the
curvilinear coordinate system formed by the xl- and zz-circles, the curves
X8 = & as given by Eq. (2). If this tentative transformation should
be the desired one, these x~-contours will then be circles with the same
radius. Of course, we cannot expect so fortunate a result. Usually,
however, we can see how to rearrange or renumber the z1- and xz-circles
so sa to make the xs-contours roughly circular. We thus obtain a
transformation of the original nomogram in which two of the families
of contours have the desired circular form, and the third family has
approximately the desired character. On replacing the third family of
curves by a system of approximating circles with the same radius, we
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can now convert it into the grid structure of a star linkage which gener-
ates, at least approximately, the given function.

It remains to modify this star linkage in such a way as to increase the
precision with which it generates the given function, and at the same
time to bring its scales into some convenient form, preferably circular.
This can usually be accomplished by a method of successive approxi-
mateions. Accepting the x,- and w-circles, C~) and C’$’, as determined
above, we can replot the contourszl = z~) as defined by Eq. (2). These
will be nearly circular; they can be approximated by a new system of
circles C:), which can often be so chosen that the line of centers has a
simple and convenient form. The resulting star-linkage nomogram is
usually more accurate than the first approximate nomogram, and more
conveniently mechanized. Next, accepting the CT)- and C~l-circles
thus obtained, we can replot the contours X2 = z~) and replace them by a
new set of circles C~l, and so on. There is no guarantee that this method
will converge on a satisfactory solution of the problem; if it does not,
the process must be begun again with a drastically different initial
structure.

An alternative method for improving the grid generator will be
illustrated in Sec. 10.3.

When a graphical method is no longer adequate for the further
improvement of the grid structure, analytical methods can be brought
into play. These, again, are essentially the same as those used in the
design of multipliers. The grid generator, considered either separately
or in combination with transformer linkages, generates a relation between
the xl-, x2-, x~-scale readings which may be written as

x$ = j(zl, U) + 6(21, 24. (4)

The structural error 6(z,, z*) is a function of all dimensions of the mecha-
nism, as well as of ZI and z*. It can be evaluated for spectral values
~~) and ~~) of these latter variables and brought within specified

tolerances by the methods described in Sec. 9.9. There is, however,
no advantage in making a special choice of the spectra z~) and Z$J,
except as this may be indicated by singularities or invariants of the
given function.

10.2. Example: First Approximate Mechanization of the Ballistic
Function in Vacuum.—As an example, we shall design a star grid gener-
ator for the ballistic function in vacuum. The elevation angle Z9 of a
gun that is to send a projectile through a point at ground range z],
relative altitude 22, may be obtained by solving

9,21 sin zs cos zs — 22 COS223 = —21,
v’

(5)



SEC. 102] THE BALLISTIC FUNCTION IN VACUUM 287

where v is the initial velocity of the shell and g is the acceleration of
gravity. We shall take z, and x, as input variables in the linkage and
generate the required elevation of the gun, x3, as the output variable.
For simplicity in the calculation we shall take v = 500 m/see and
g = 10 m/sec.2 The parabolic trajectories of the shells then have the
forms shown in Fig. 10.1.

It will be noted that for each target position within the bounding
envelope there are two possible values of X3. The larger value of X3
corresponds to a high trajectory, which becomes tangent to the envelope
of the trajectories before the target is reached. The smaller value of z3
gives a lower trajectory, with shorter time of flight to the target; the
shell reaches the target before it reaches the envelope of trajectories.

13,033
12,0Q0
11,000
10,OOO

:~9000
E8000
‘: 7W0
~ 6000
‘% 5000
= 4000

3000
2000
Iwo

o
5000 10,OOO 15,000 20,000 25,000

Horizontal ranget, inmaters
FIG. 10.1.—Trajectories of aheUain vacuum. The dashed ellipse is the locus of maximum

altitudes. These altitudes are indicated for some of the trajectories.

We shall be interested only in the smaller of the two possible values of w
and, correspondingly, only in the portions of the trajectories between the
origin and the envelope. We shall also exclude from consideration the
region of very small slant range, in the neighborhood of the singular
point xi = 22 = O, where z~ is not defined.

It is to be emphasized that the present example is intended only to
illustrate a general technique and does not necessarily constitute the
best solution of the stated problem. Equation (5), which is of relatively
simple analytic form, can be mechanized by a net of standard com-
puting mechanisms. Such a device wiU be less desirable mechanically
than a bar-linkage function generator, but it wiLl be much easier to
design and free from structural errors. These advantages of a computing
net are lost in the case of read ballistic functions, which offer no greater
difficulties in bar-linkage design than does the present problem. In such
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cases however, the usual practice is to separate the function to be gener-
ated into two parts, one of simple analytical form, to be generated by a
computing net, and the other a residue, to be generated by a bar linkage.
The resulting problem in bar-linkage design will then usually be less
difficult than that here considered, and the complete solution can be
given much greater accuracy. The present example, nevertheless,
offers a number of interesting points for discussion.

Since the trajectories in Fig. 10.1 are contours of constant z,, the
figure is actually an intersection nomogram that could serve for the

solution of Eq. (5). We shall take it as the starting point of the design
process and attempt to find a topological transformation that will
transform the parabolas into a family of identical circles, the horizontal
lines into a second family of identical circles, and the vertical lines into a
thkd.

Determination of the za-scale. —The most d@icult stage of the work
is always the beginning; every possible clue must be used as a guide.
We observe first that all the parabolas intersect in a common point,
Z1=Z’2 =0. If the desired transformation exists, it must carry these
parabolas into a family of circles, of radius Ls, which also intersect in a

common point, the origin of the transformed nomogram. The centers

of these circles must then lie on a circle of radius L ~ about the origin;
this is the z~-scale, thus determined as to form and position, but having

no known calibration points. One calibration point can of course be
chosen at will, without loss of generality. We therefore begin construc-

tion of the transformed nomogram, Fig. 10.2, by drawing the z~-scale

and the circle X3 = O with arbitrarily chosen radius L3; the calibration

point Z3 = O on the zs-scale has been chosen to lie directly below the

origin.

Next we observe in Fig. 10.1 that the contour Z2 = O is tangent to

the trajectory 23 = O at the origin and lies above it everywhere else.

The transformed circle ZZ = O must then be tangent to the transformed

circle 23 = O at the origin; in Fig. 10.2 its center must lie directly above

or directly below the origin. Comparison with Fig. 10”1 suggests that its
center should lie below the origin, and that its radius, LZ, should be
greater than Ls. It has been so drawn in Fig. 102. The choice of L,,
which has been made arbitrarily, can be changed at will if the design
procedure should fail to progress satisfactorily. This choice of the
circle Z2 = O also fixes the point Z2 = O on the x~scale at a distance Lz

below the origin.
Guided by the distribution of intersections of the trajectories 23 = x:)

with the horizontal line Zz = O, we are now in a position to make a
tentative calibration of the zg-scale. It is a familiar fact that projectiles
shot in vacuum at elevation angles Xa and 90° — X8 will have the same
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horizontal range; for instance, the parabolas x, = 40° and Z3 = 50° of
Fig. 10”1 intersect on the line Q = O. The trajectory X3 = 45° gives the
greatest horizontal range. The transformed circle m = 45° in Fig. 10.2
must then intersect the circle X2 = O at the greatest possible distance
from the origin-a distance equal to the diameter of the x,-circles.
This intersection point, S in Fig. 10’2, can be determined by use of a
com~ass. The mid~oint of the diameter OS lies on the ZJ scale at the
calibration point X3 = 45°; calibration points for x, < 45° will lie below
thk point, ~alibration points for x, >45°, above it.

FIQ. 10.2.—Construction of tentative scales in mechanization of the ballistic function in
vacuum.

We shall now choose other calibration points on the x,-scale, such
that the circles m = z!) and 23 = 90° — Zf) intersect the circle Z2 = O
at the same point. Specifically, having chosen calibration points for
X3 = 10°, 20°, 30°, 40°, which interpolate between the known points
x$ = 0° and 23 = 45°, we shalf construct the corresponding circles of the
transformed nomogram. Through the intersection of each such circle
with the line zz = O, and the origin, we shall construct a circle of radius
La. These circles correspond to X3 = 80°, 70°, 60°, 50°, respectively;
their centers are the desired calibration points on the x,-scale. In pro-
ceeding thus, we are guided by properties of descending portions of the
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parabolic trajectories withza > 45°, which have no immediate relevance
tothechosenmoblem. The relations that wehavee stablishedarethus
useful guides in the preliminary calibration of the z~-scale, but they
need not be maintained throughout later developments.

First of all, we note that the circlezs = 90°, like the associated circle
X3 = 0°, must be tangent tothecirclexa = O; its centermost lie directly
above the origin. The za-scale must then extend through an arc of 180°.

Since the scale from Z8 = 0° to X3 = 45° covers less than 90° of this arc,

the spacing between consecutive zs-calibrations must, on the average:
increase with X3; we can reasonably assume that this increase continues
smoothly throughout the length of the scale. We shall therefore choose
calibration points w = 10°, 20°, 30°, 40°, which have gradually increasing
separations and which lead to the determination of points X3 = 50°, 60°,
70°, 80°, with separations that fall into the same smoothly increasing
sequence. Such points are easily found; they are shown in Fig. 10.2,
together with the associated circles of radius L3.

Determination of the x,-scale.—Thus far we have established only the
point X2 = O on the zz-scale. As our principal clue in the further con-

struction of this scale we have the points of tangency of the ZQ- and
x3-contours. In Fig. 10.1 the horizontal line m = 375 is tangent to the

parabola ~a = 10° at its vertex; the transformed circle X2 = 375 in
Fig. 10.2 should similarly be tangent to the transformed circle X3 = 10°.
The circle z, = 10° has already been determined, but we know only the
radius of the circle X2 = 375; its center—the point X2 = 375 on the xz-

scale-may lie anywhere on a circle of radius Lz — Ls, with its center at

the point za = 10°. An arc of this circle near the point X2 = O is shown

in Fig. 10.2. Similarly, the scale points X2 = 1460; 3125, 5160, 7335,

9370, 11040, 12130, 12500, must lie on circles of radius L2 – LS about

centers on the za-scale, at the points X3 = 20°, 30°, 40°, 50°, 60°, TO”,

80°, 90°, respectively. Arcs of these circles also appear in Fig. 10.2.
There is another clue to the nature of the zz-scale, but it is relatively

unreliable. It is well known that the points of maximum x, on the

trajectories lie on an ellipse (the dashed curve of Fig. 10.1). These
maxima occur at first close to the origin O; their z l-coordinates increase

with x3, and then decrease to O as ~a goes to 90°. Now, the transformed

nomogram under construction bears some similarity to the original one,

Fig. 10.1, in which X2 increases from bottom to top, m from left to rigLt.

In view of this we may expect the points of tangency between the trans-

formed X2- and z~-circles to move at first toward the right, as ~a increases,

and then as far as possible to the left. If this is to be the c~e, the

m-scale must then rise to the right of the origin, with its upper end 17,

corresponding to X2 = 12500, at about the same level as the scale point

Z3 = 90°. F@re 10.2 shows such a choice of E.
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A preliminary choice of the x~scale can now be made. For mechan-
ical reasons it has been constructed in Fig. 10.2 as a circular arc—a

tentative choice that can be modified at any time. The calibrations on

this scale are determined by its intersections with the arcs already con-

structed. For later use, calibration points have been interpolated for

evenly spaced values of X2: 1000, 2000, 3000, . . . 12000. These are

easily and accurately determined by plotting on cross-section paper a

smooth curve of distance along the wscale against the value of X.Z,using

the known calibration points, and reading off the distances corresponding

to the chosen values of x2.

This completes the determination of our tentative topological trans-

formation. Contours of constant X2 can be drawn in at will, but are

omitted from Fig. 10.2.

Determination of the xl-.scale.-We have next to construct contours of
constant ZI in the transformed nomogram. This is conveniently done
using computed values of X2for a series of values of xl and x3, as given in
Table 10.1. Only values within our restricted domain of interest are
tabulated. -

TABLE 1O.1.—VALUES OF z, COMPUTED BY USE OF ECL (5)

\
21

23

80”
70°
60°
50”
40°
30°
20°
10”

2000 4000

8650 12050
4830 8250
3150 5650
2150 4000
1550 2800
1150 1900
650 1100
280 375

6000 8000 1000O

10300
7500
5400
3800
2500
1350
300

11030 10350
8700 9350
6450 7100
4550 5000
2900 3100
1450 1350

75

12000 14000

I

9250
7330 7200
5150 5050
3100 2830
1100 600

16000 18000

6700 5750
4700 4050
2400 1730

0

20000

4500”
3150
850

To construct the curve Z1 = 2000 we refer to the first column of
Table 10.1. We construct arcs of radius L2 with centers at the points
X2 = 8650, 4830, 3150, 2150, 1550, 1150, 650, 280, intersecting, respec-
tively, the circles X3 = 80°,70°,60°, 50°,40°,30°,20°, 10°. The points of
intersection lie on the curve Z1 = 2000. In the same way we can deter-
mine points on the other contours of constant Q, as shown in Fig. 10”2.
Because of irregularities in the XT and x~scales, these points do not lie on
smooth curves, but on rather irregular ones; they have been connected by
straight lines in Fig. 10.2, merely to bring out their relations.

It would have been very gratifying if the contours of constant xl
had turned out to be circles of constant radius L1. The actual result is
not bad, for a first trial, since the curves do resemble arcs of circles. The
radii of these circles are not exactly equal, but it is not difficult to select an
average radius LI.
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Wehavenow toconstruct thexl-scale. About eachof theestablished
points of the contour ZI = 2000 we construct arcs of radius L1. These
intersect near the upper margin of Fig. 10.2 and thus determine roughly
the position of the point xl = 2000 on the xl-scale. Similar construc-
tionsare shown fortheestablished points of theother xl-contours. The
intersections are rather diffuse; the form of thezl-scale is not determined
very precisely. Fortunately, themost diffuse intersections occur for the
least critical part of thezl-scalej the center. Forthese values ofxl, thezz-
and zs-contours are very nearly tangent to each other, and the computed
value of ZS is very insensitive to the value of xl. For instance, let us
consider a case in which the central pivot of the star linkage is at a
point of tangency of the x2- and xs-contours. As long as X2is fixed, any
displacement of the z,-input—whether along or perpendicular to the
scale-can move the star pivot only along the *z-circle and thus produce
at most a second-order change in x3. We have, therefore, to attach little
importance to the cliffuseness of the intersection in the central part of the
zl-scale: we can adjust the position of that part of the scale and its
calibration points wit h relative freedom. The reason for this is also
apparent on inspection of Fig. 10.1; for values of xl near 12000, a change
in xl with constant X2 carries one very nearly along a trajectory with
constant x3. (The steeply descending trajectories we have already
excluded from consideration. )

It is evident that the z,-scale will be nearly circular; in Fig. 102 it
has been given an accurately circular form. It then becomes clear that
the calibrations in Z1 will be almost equally spaced. This fact suggests
that an exactly even scale in xl should be laid down-a procedure that has
been followed in Fig. 10.2. We have thus given to the x,-scale a par-
ticularly simple form, which we can hope to maintain through later stages
of the development.

10.3. Example: Improving the Mechanization of the Ballistic Func-
tion in Vacuum.—In following the method described in Sec. 10.1 for the
improvement of our preliminary mechanization of the ballistic function,
we can accept the xl- and xi-scales already defined and reconstruct the
z2-scale. It should now be sufficiently clear how this work would proceed.
We shall therefore apply another useful technique to this problem.

Let us accept the very convenient xl-scale of Fig. 10.2 and the estab-
lished values of LI, Lz, and La. Instead of prescribing the xz-scale
directly, we shall keep unchanged the contour X3 = 40°, and shall require
that the new linkage give an exact solution of the problem whenever
X8 = 40°. TMs requirement will completely define the xz-scale for all
values of Zz less than 5160. For instance, we can locate the scale point
m = 1000 in the following manner. From the original nomogram we
read that when ZS = 40° and X2 = 1000, Z1maybe 1300 or 23300. About
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the points zl = 1300 and xl = 23300 on the xl-scale we draw circtilar
arcs of radius LI, intersecting the contour X8 = 40° at points A and B

(Fig. 10.3). These points must both lie on the contour m = 1000; we
therefore construct about them arcs of radius Lt, and locate the scale
point X2 = 1000 at their intersection. The scale points X2 = 2000, 3000,
4000, 5000, can be determined similarly by the use of the data in Columns
1 and 2 of Table 10.2.

TABLE 1O.2.—VALUES OF z, COMPUTEDBY u. (5)

x
1000
2000
3000
4000
5000
6000
7000
8000
9000

1000O
11000
12000

40°

1300 23320
2700 21900
4350 20250
6450 18150

1000O 14500

50°

2850
4000
5300
7000 17600
9600 14950

60°

2600
3400
4350
540U
6700 14950
8650 12950

70°

1600
2100
2600
3160
3850
4600
5600 10450
7600 8400

80°

800
1000
1240
1500
1800
2100
2480
2950
3850

The scale points thus established lie on a circular arc with center Qz
(Fig. 10.3) and are equidistant to within the accuracy of the constrw?t;on.
We shall therefore complete the zz-scale by extending it as a circular arc,
with equidistant scale divisions up to ZZ = 124)00.

It remains to reconstruct the contours of constant Za and the
x~scale. Points on the contours xa = 10°, 20”, 30° are conveniently
located by the use of the data in the last three rows of Table 10.1; they

lie at the intersections of arcs of radius LI and LZ about corresponding
points on the zI- and zz-scales, respectively. Points on the contours
28 = 50°, 00°, 70°, 80° can be located similarly by the use of data given in
Table 10.2. -Ml these points are shown in Fig. 10”3 as small circles.
Through them we can pass circles of radius La, with errors that are
appreciable only at the outer extremity of a few of the arcs. The centers
of these circles lie on a nonuniform xa-scale that is only roughly circular.

The fact that the Z1- and zz-scales are even and circular makes this
solution of the problem attractive, even though the z~scale is of the most
general type. No transformer linkages will be required for the inputs; it
remains to design a single bar linkage that will both guide the za-point of
the star linkage over the present noncircular zs-scale and provide an out-
put motion linear in Za. How this can be done will be shown in Sec. 10.4.
Figure 10.4 shows a schematic layout of the linkage in its present state,
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0Q,

with a curved slide for the output terminal. The elevation scale is
restricted tothe range lOO < X8 < 80°, which alone would be important if
themechanized ballistics had practical significance. This function gen-
eratorhas averysmall error for slant ranges greater than 2000m, except
forafew points clo.seto theenvelope of trajectories. (Thesolution near
ZI = X2 = O is poor because no attempt was made to force the contours
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FIG. 10.3.—Construction of improved scales for mechanization of the ballistic function in
vacuum.

of constant ~a to intersect at a single point.) This design could be
improved somewhat by graphical methods, without sacrificing the simple
forms of the z,- and x,-scales; still further improvement could be obtained
by applying analytic methods. In practice, however, maximum accu-
racy could be obtained by reformulation of the problem, introduction of
new variables, and use of the bar linkage to mechanize a function of more
suitable character.
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10.4. Curve Tracing and Transformer Linkages for Noncircular
Scales.-Practical application of a grid generator with a rionuniformly
curved scale requires solution of two problems:

1.

2.

Design of a constraint for the grid-generator terminal that is more
satisfactory than a curved slide.
Design of a transformer linkage to provide a satisfactory external
terminal, usually with an even scale.

Horizontalrangezl=~
0

0

0

0

05000

0,

0

010,000

0

0

0

0

015,000

0

-J

0

0

020,000

0

0

0

0
Fm. 10.4.—Schematic layout of ballistic computer.

These problems can often be solved simultaneously by a device such as
that sketched in Fig. 1005, in which the terminal T of the grid generator
is pivoted to and guided by a rigid extension Q TR of the central link of a
three-bar linkage PQRS. One of the cranks of this linkage may itself
serve as the terminal of the transfomner, as shown in Fig. 10”5, or a
harmonic transformer may be added to give a slide terminal, as in the
multiplier of Fig. 8.16. We shall consider here the first and simpler
alternative; the procedure is easily extended to the second case by use of
the ideas presented in Chap. 8.
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Let us consider that the rigid triangle QTR of Fig. 10.5 consists of
rigid bars. The device may then be divided into two parts:

1.

2.

A transformer linkage, consisting of the link TR and the crank RJ.$’.

When the joint T is guided along the scale AB, these elements serve
to transform readings on the uneven scale AB into identical read-
ings on the even circular scale CD.

A constraint linkage, consisting of the crank PQ and the links QR

and QT. This, together with the elements of the transformer
linkage, guides the joint T along the scale .4B.

In designing such a linkage these parts are considered separately, and in
the order listed.

P

0.0
A

Q

FIG. 10,5.—Linkage transformer from an uneven noncircular scale AB to an even circular
scale CD. The joint T will follow AB without further constraint.

The Transformer Linkage.—The transformer linkage can be designed
by application of the geometric method for three-bar-linkage design, as
described in Chap. 5.

To understand how this can be done without any significant change in
the procedure, we may consider the three-bar linkage from a point of
view not previously emphasized. A three-bar linkage can be used to
generate a relation between an input variable xl, which can be read on a
uniform scale associated with the input crank, and an output variable zZ,
which can be read on a uniform scale associated with the output crank.
Now, a nonlinear mechanization of the same relation can be obtained by
use of the output crank alone; the uniform xn-scale may be supplemented
by a nonuniform x,-scale, and the output crank used simply as a pointer
to indicate corresponding values of xl and x2. The function of the input
crank and connecting link in the three-bar linkage is, then, that of
transforming this circular but nonuniform scale of ZI into a uniform
circular input scale. It will be observed that the geometric method of
three-bar-linkage design can be understood from this point of view; it will
be noted also that the circular form of the output scale plays no essential
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role in the procedure. This method can be applied, then, whenever it is
desired to carry out a transformation between a circular scale and another
scale of arbitrary form. (Interchange in the roles of terminals as input
and output does not affect the procedure.) For example, it can be used
in the design of highly nonideal harmonic transformers, in which one scale
is linear, as well as in the present case, where one scale may have arbitrary
form.

To design the transformer linkage one can then proceed as follows:

1.

2.

3.

4.

5.

Choose a spectrum of values of the variable (for example, x) with
differences that change in geometric progression, with ratio g:

(6)

Construct the given scale AB, and on it lay down the points cor-
responding to these spectral values of z(’). These points cor-
respond to the point P(o), P(l), . . . P(m), of Fig. 5.21.
About the points P(’) construct circles C(r) with radius BZ = ~.
This completes a chart corresponding to Fig. 5.21.
Over this chart move the characteristic overlay of the geometric
method, Fig. 5.23, constructed for the chosen value of g. If it is
possible to find a position of this chart (face up or face down) in
which successive circles C(o), C(l), C(z), . . . pass through the inter-
sections of an overlay circle with successive radial lines, the
required constants of the transformer linkage can be read off at
once. The position of the pivot S is the center of the overlay. The
circular scale CD must coincide with the overlay circle on which the
fit was found; the calibration points on this scale corresponding to
the chosen spectrum z(r) lie at the intersection with this circle of the
circles C(”). The length of the connecting link TR corresponds to
the arbitrarily chosen length Bz..
If necessary, try a succession of values of Bj in order to find that
which gives the best fit.

Figure 10.6 shows a transformer linkage, thus designed, for the z,-scale
of Fig.. 10.4.

The Constraint Linkage.—The possible paths of the joint Tin linkages
of this type are the three-bar curves discussed, from a more mathematical
point of view, by Roberts, Cayley, and Hippisley. 1 Even as restricted
by the choice of the elements TR and RS of the transformer linkage, this

1S. Roberts, “On Three-Bar Motion in Plane Space,” R-oc. lfa~h. Sot., Lord., 7,
14 (1875).

A. Cayley, “On Three-bar Motion,” Proc. Math. Sot., Lend., ‘7, 136 (1875).
R, L, HiPp~ley, I‘A ATewMethod of Describing a Three-bar curve,” Proc. M~h.

Sot., L07td., 18, 136 (1918).
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is a large family of curves, with which a great variety of curves A B can
be fitted accurately.

A simple graphical method suffices for the design of these linkages.
We wish to choose lengths for the bars TQ and QR such that when the
points T and R move over their respective scales the point Q will describe
a circle. If we then constrain Q to move on this circle, by means of the
crank PQ, and R to move on the circle R, by means of the crank SR,

the joint T will be constrained to move along the scale AB, as desired.
We therefore prepare a chart that shows the scales A B and CD in their

proper relation. Over this chart we place a transparent overlay on

which is marked a line of length Bz, representing the bar TR. If we now

Fm. 10,6.—Transformer linkage for the z,-scale of Fig. 10.4.

move the ends T and R of this bar along their respective scales, the other
points of the overlay will have the motions of points rigidly attached
to the bar TR. The path traversed by any point of the overlay can
quickly be laid out on the chart. Comparison of a number of these paths
will usually call attention to a region on the overlay—in addition to that
near the point R—that traverses a nearly circular path. Comparison
of the paths of a few points of this region will then suffice for the location
on the overlay of the point Q that has the most nearly circular path. The
length of the bars TQ and QR can then be measured on the overlay;

the pivot P will be located at the center of the circular path, and PQ will

have a length equal to its radius. This will complete the determination
of the linkage constants—to the accuracy possible by graphical methods.

Figure 10.7 shows, for the example of the preceding sections, the
paths of a number of points of the overlay. Since the point T moves

over a roughly circular path AB, itwas to be expected that a very nearly

circular path, QQ, would be found near by—that the bar length TQ

would be small. A sketch of the completed transf ormer-and-const rain:
linkage for this example is shown in Fig. 108.
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~

{

CR

+P

FIG. 10.7.—Paths of points rigidly attached to the har TR, as its ends move along
scales AI? and CD. The point P is the center of the circular path QQ’. The scales are
the same as in Fig. 10.6.

FIG. 10.8.—Complete tran8f0rmer-and-c0n8traint linkage for m-scale of Fig. 10.4.





APPENDIX A

TABLES OF HARMONIC TRANSFORMER FUNCTIONS

An extended discussion of the structure and use of these tables will be
found in Sees. 4.3 to 4“7.

A-l. Table A*L Hi as a Function of Oi.—Each unit of this table may

be read in two ways, according to the following schemes:

The defining relations are

H, =
sin (Xin + OiAXi) — (sin Xi)mim

(Sin Xi)- – (sin Xi)ti .’
(4.12)

Hz =
COS(Xk + @AXi) – (COSXi)*

(COSXi)= – (COSXi)fi ‘
(4.42)

(COSXi).- – (COSXi)miJI,
g = (sin Xi).M – (ti Xi)mir,

(4.31)

where max and tin indicate, respectively, the maximum and minimum
values of the function in question, when

A*2. Table A,2. @i aa a Function of Hk.—In each column are tabu-

lated values of Oi corresponding to equally spaced values of H~, for the
values of Xi. and XiM shown at the top of the column. Ordy those
vrdues of Xh and Xi~ are included for which Oiis a single-valued function
of Hh.

301
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TABLE A. 1,—H~ AS A FUNCTION OF Oi w
a
NAZ = 40”

–m–mKiGd. –El l=.

0.0
0.1
0.2
0,3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.0
0,1
0.2
0.3
0.4
0.5
0.6
0,7
0,8
0.9
1.0

,.

0.0 0.0000 0.000o 1.0
0.1 0.0655 0.1286 0.9
0.2 0.1398 0,2523 0.8
0.3 0.2226 0,3705 0.7
0.4 0,3134 0.4826 0.6
0.5 0.4118 0.5882 0.5

0.0 0.0000 0.000o
0.0706 0.1346
0.1489 0,2630
0.2345 0.3847
0.3270 0.4989
0.4260 0.6051
0.5310 0.7028

1.0
0.9
0.8
0.7
0.6
0.5
0.4

0.0
0.1
0.2
0.3
0.4
0.5
0.6

0.0000 0.000o
0.0750 0.1421
0,1567 0.2763
0.2448 0.4021
0.3388 0.5188
0.4383 0.6259
0.5427 0.7228
0.6517 0.8090

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3

-

0,0 0.000o 0.000o 1.0
0.1 0.0788 0.1517 0.9
0,2 0.1636 0,2934 0.8
0.3 0.2539 0.4246 0.7
0.4 0.3492 0.5446 0..6
0.5 0.4491 0.6527 0.5
0.6 0.5531 0.7485 0.4
0.7 0.664380.8315 0.3
0.8 0.7715 0.9013 0.2
0.9 0.8848 0.9576 0.1
1.0 1.0000 1.0000 0.0

100°
1.7321 140”

0.0000 0.0000
0.0823 0.1647
0.1698 0.3166
0.2621 0.4551
0.3586 0,5795
0.4589 0.6891
0.5625 0,7834
0.6690 0.8620
0.7777 0.9245

1.0
0.9
0.8
0.7

0,1
0.2
0,3
0.4
0.5

0,6
0.5
0,4
0.3
0.2
0.1

0.6 0.5174 0.6866 0.4
0.7 0.6295 0.7774 0.3
0.8 0.7477 0.8602 0.2
0.9 0.8714 0.9345 0.1
1.0 1.0000 1.0000 0.0

0.6
0.7
0.8
0.9
1.0

0.6414 ]0.7916
0.75680.8710
0.876510.9405
1.00001.0000

0.3
0.2
0.1
0.0

0.7
0.8
0.9
1.0

0.7646 0.8842
0. 8W9 0.9480
1.0000 1,0000

0.2
0.1
0.0

0.88830.9706
1.00001,0000 0.0

‘-iIiiJEE-‘m– miIil!E”
m– n–35°

5° 0.2737

0.0 0.000 qo,oooo 1,0
0.1 0.08860.2102 0,9
0.2 0,1810~0.3973 0.8
0.3 0.276710.5604 0,7
0.4 0.37540.6988 0.6
0.5 0,4764(0.8116 0.5
0.6 0,5793;0.8984 0.4
0.7 0.6836,0.9588 0.3
0,8 0.7889,0.9924 0.2

–30°
10° 0.1989

I I I

1
– 25°

15” ,0.1375

0.000o 0.000o
0.0943 0,2911
0,1911 0.5336
0,2901 0.7264
0,3906 0.8686
0.4923 0.9593
0.5946 0.9984
0.6970 0.9854
0.7990 0.9205
0.9002 0.8039
1.m,o,6364

2!ziiii_—

0,0000 0.0000
0.0970 0.3577
0.1961 0.6377
0.2965 0.8387
0.3980 0.9595
0.5000 1.0000

1.0
0.9
0.8
0.7
0.6
0,5
0.4
0.3
0.2
0.1
0,0

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0,8
0.9
1.0

o.om~o.000o
0.0857 0.1837
0.1757 0.3505
0.2697 0.4997
0.3673 0.6305
0.4680 0.7422
0.5712 0.8344
0.6766 0.9066
0.7835 0.9584
0.8915 0.9896
1.0000 1.0000

1.0
0.9
0.8
0.7
0,6
0.5
0,4
0,3
0.2
0.1
0.0

0.0
0.1
0.2

0.0000 0.0000
0.0915 0.2445
0.1861 0.4564
0.2835 0.6347
0.3831 0.7783
0.4845 0.8666
0.5871 0.9591
0.6904 0.9954
0.7940 0.9954
0.8974 0.9591
1.0000 0.8866

1.0
0,9
0.8
0.7

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0,9
1,0

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.3
0.4
0.5
0.6
0.7
0.8

0.6
0,5
0.4
0.3
0.2
0.1

0.6020 0.9595
0.7035 0.8387
0.8039 0.6377
0.9030 0.3577
1.0000 0.0000--l

0,9 0.8945’0.9992 0.1
1.0 1.OQOC’O.97890.0

850 —

3.6535 125”

0,9
1.0 0.0

lEiitEl–‘–laiEl– ‘LE2LE–
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TABLE A.1.—H~ AB A FUNCTION OF & — (Cd.)
AX< = 40”

–El– -=la
o

4;” 0,3640——— .

8{
.

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

.

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.0000’O.6364
0.0998 ‘o. 8039
0.2010 0.9205
0,3030 0.9854
0.4054 0.9984
0.5077 0.9593
0.6094 0.8686
0.7099 0.7264
0. S3890.5336
0.9057 0.2911
1.0000 0.0000

1.0
0.9
0.8

U
0.5
0.4
0.3
0.2

0.0000 0.9789
0.1055 0.9992
0.2111 0.9924
0.3164 0.9588
0.4207 0.8984
0,5236 0.8116
0.6246 0.6988
0.7233 0.5604
0.8190 0.3973
0.9114 0.2102

Ii?
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.0000 0.8866
0.1026 0.9591
0.2060 0.9954
0.3096 0.9954
0.4129 0.9591
0.5155 0.8866
0.6169 0.7783
0.7165 0,6347
0.8139 ‘o, 4564
0.9085 0.2445
I.0000 0.0000

1.0
0.9
0.8
0.7

0.0
0,1
0.2
0.3

1.0
0,9
0.8
0.7
0.6
0.5

:::
0.2
0.1
0.0

0.0
0.1
0.2
0.3
0.4

0.000+.0000
0.10850.9896
0.216510.9584
0. 3234~0.9066
0.42880.8344
0.5320 0,7422
0.6327 0.6305
0.7303 0.4997
0.8243,0.3505
0.914310.1837
1.00000.0000

1.0
0.9
0.8
0.7
0.6
0.5

0.6
0.5
0.4
0.3
0.2
0.1

0.4
0.5
0.6
0.7
0.8
0.9

0.5
0.6
0.7
0.8
0.9
1.0

0.4
0.3
0.2
0.1
0.0

0.8
0.9
1.0

0.1
0,0

0.9
1.0 0.0 1.0 jlaoqo.oofq

-lGd2d-
.

‘m ‘m– ‘liiiJzH–

rOi

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

—

-=$3=—

0.0 0.000o 1.0000
0,1 0,1286 0.9345
0.2 0.2523 0.8602
0.3 0.3705 0.7774

0.4826 0.6866

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0,2
0,1
0.0

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.000o 1.0000
0.1191 0.9480
0.2354 0.8842
0.3483 0.8090
0. 4573[0.7228
0.561710.6259
0.6612 0.5188
0.7552 0.4021
0.8433 0.2763
0.9250 0,1421
1.00000.ooOo

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

0.0
0,1
0.2
0.3
0.4
0.5
0,6
0.7
0.8
0.9
1.0

0,00001.0000
0.11520.9576
0.2285,0.9013
0,33920.8315
0. 4469;0,7485
0.5509,0.6527
0.65080.5446
0,746110.4246
0,83640.2934
0.92120,1517
1.00000.0000

1,0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0 0.0000 1,0000 1.0
0.1 0.1235 0.9405 0,9
0.2 0.2432 0.8710 0.8
0.3 0.3586 0.7916 0.7
0.4 0.4690 0.7028 0.6
0.5 0.5740 0.6051 0.5
0.6 0.6730 0.4989 0.4
0.7 0.7655 0.3847 0.3
0.8 0.8511 0.2630 0.2
0.9 0.9294 0.1346 0,1
1,0 1.0000 0.000o 0.0

0.4
0.5
0.6
0.7
0.8
0.9
1.0

0,5882 0.5882
0.6866 0.4826
0.7774 0.3705
0.8602 0.2523
0.9345 0.1286
1,0000 0.000o

0.1
0.0

—-m-
1.7321 80” ‘m– ‘la–
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Ax, = 50”
TABLE A.1.—Hk AS A FUNCTION OF Oi — (Cont.) g

Is

–=i=i– -m=l– –55°
–5° 0.5774— —— — .H==l.

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.000o 0.0000
0.0769 0.1801
0.1609 0.3450
0.2512 0.4937
0.3473 0.6250
0.4483 0.7377
0,5535 0.8312
0,6621 0.9046
0.7733 0.9575
0.8862 0.9893
1,0000 1.0000

1.0
0,9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.000o 0.OOOO
0.0559 0.1349
0.1232 0,2643
0.2017 0,3874
0.2905 0.5032
0.3891 0,6109
0.4968 0.7095
0.6126 0.7983
0.7357 0.8768
0.8651 0.9441
1.0000 1.0000

1.0 0,0
0.1
0.2
0.3
0.4
0,5
0.6
0.7

10,00000.0000
0.0726 0.1638
0.1531 0.3160
0.2409 0.4554
0.3355 0.5811
0.4360 0.6920
0.5417 0.7873
0.6518 0.8663

1.0
0.9
0.8
0.7
0.6
0.5
0,4
0.3

0.0
0.1
0.2
0,3
0.4
0.5
0.6

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0
0,1
0.2
0.3
0.4
0.5
0.6
0.7

0.0000 0.0000
0.0677 0.1518
0.1444 0.2945
0.2295 0.4272
0.3224 0.5488
0.4224 0.6583
0.5287 0.7550
0.6404 0.8381

;:;
0.8
0,7
0.6
0.5
0.4
0.3

0.9
0,8
0.7
0.6
0.5
0.4
0.3
0,2
0,1
0.0

0.?
0.8
0.9
1,0

0.6275 G 8i61
0.7470 0.8903
0.8715 0.9517
1.0000 1.0000

0.8
0.9
1.0

0.75680,9069
0.87700.9611
1.00001.0000

0.2
0.1
0.0

0.8
0.9
1.0

0.7655 0.92&l
0.8818 0.9731
1.0000 1.0000

0.2
0.1
0.0

--l——
100”

1.4282 150°“lEi2!IEl”‘m ‘m– ‘IizJz?T
–40°

10° 0.2866.— –E!– -=1=1– -El–
0.0
0,1
0.2
0.3

0,0000’0.0000
0.081010.2012
0.168110,3825
0.26080.5426
0.35820,6801

1.0
0.9
0,8
0.7
0,6
0.5
0,4
0.3
0.2
0.1

0.0000:0.0000
0.08480.2270
0.17490,4274
0.26970,5995
0.36840. ‘7422

0.0 0,0000‘o. 0000
0.0884 0.2592
0.1814 0.4819
0.2782 0.6665
0.3781 0.8116
0.4805,0,9160

1,0
0.9
0.8
0,7
0.6
0.5
0.4

0.0
0,1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1,0

1.0
0.9
0.8
0.7
0,6
0,5

0.0
0.1
0.2
0.3
0.4
0.5

10.0000’0.0000
0.0919 0,3007
0,1876 0.5498
0.2864 0.7457
0.3876 0.8866
0,4903 0.9716
0.5938 1. OOJ30

1.0
0.9
0.8
0.7
0,6
0.5
0.4

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0,9
1,0

0.0000 ‘o. 0000
0.0954 0.3563
0.1938 0,6364
0.2946 0,8379
0.3969 0.9593
0,5000 1.0000
0.6031 0.9593

1.0
0.9
0.8
0.7
0.6
0.5
0.4

0.1
0.2
0.3
0.4
0.5

0.4
0.5
0.6
0.7
0.8
0,9

0.4597 0.7941
0.5644 0.8837
0.6716 0.9481
0.7805 0.9870
0.8903 1.0000
1.0000 0.9870

0.4703 0,8544
0.5746 0.9351
0.6806 0.9837
0.7873 1.0000
0.8941 0.9837
1.0000 0.9351

0,4
0.3
0.2
0.1
0.0

06
0.7
0.8
0.9
1.0

0.5844IO,9789
0.6891 1.0000
0.7938 0.9789
0.8977 0.9160
1.0000 0.8116

0.6
0.7
0.8
0,9
1.0

0.3
0.2
0.1
0.0

0.6973 0.9716
0.8000 0.8866
0,9012 0.7457
1.0000 0.5498

0.3
0,2
0.1
0.0

0.7054 0,8379
0.8062 0,6364
0.9046 0.3563
1.0000 0.0000

0.3
0.2
0.1
0.01.0 0.0

- !zitiEd–‘m-- ‘-m- ‘Iiz12Er ‘m–

i--



TABLE A. I.—Hk AS A FUNCTION OF e, — (Cont.)

T+=!– -=~-
0.0
0,1
0.2
0.3
0.4
0.5
0.6
0.7

0.0000’0.5498
0,09880.7457
0.20000,8866
0.3027 0.9716
0.4062 1.0000
0.5097 0.9716
0.6124 0.8866
0.7136 ,0.7457

1,0
0,9
0.8
0.7
0.6
0.5
0.4
0.3

0.0
0.1
0,2
0.3
0.4
0.5
0.6
0.7
0.8

0.0000 0.9870
0,1097 1.0000
0,2195 Q.9870
0,3284 0.9481
0.435610.8837
0.54030.7941
0.6418’0.6801
0.73920.5426
0.83190.3825
0.91900.2012
1.0000/0.0000

1.0
0.9
0.8
0.7
0,6
0.5
0.4
0.3
0.2
0.1
0.0

0.0
0.1
0.2
0.3
0.4
0,5
0,6
0.7

0.000(10.0000
0.0954,0.3563
0,19380,6364
0. 2946)0,8379
0.3969 0,9593
0.5000 I.000o
0.6031 0.9593
0.7054 0.8379
0,8062 0.6364
0.9046,0.3563
1.00000,0000

1,0
0.9
0.8
0.7
0.6
0.5
0.4
0.3

0.0
0.1
0.2

o,oooo~o.8116
0.10230.9160
0.2062’0.9789
0.310911.WX3O
0.41560.9789
0,519510.9160
0.62190.8116
0.72180.6665
0.818610.4819
0.911610.2592
1.000010.0000

1.0
0.9

0.0
0.1

‘o. 0000’0.9351
0.105910.9837
0.2127 1 .OoW
0.3194 0.9837
0.4254 0.9351
0.5297’0.8544
0. 6316]0.7422
0.73030.5995
0,825110.4274

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

0.8
0.7
0.6
0.5
0.4
0.3
;:;

0.0

0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.3
0.4
0.5
0.6
0.7

0,8
0.9
1.0

0.2
0.1
0.0

0.8
0.9
1.0

0.812410.5498
0.908110.3007
1.0000:0.0000

0.2
0.1
0.0

0.8
0.9
1,0

0.9 0.915210.2270) 0.1
1.0 1.000010.0000 0,0

0.9
1.0

—— —.
60° —T

4.6027 105”

—— . .
–45°

2.7118 95°‘m I

–1 A50°
3.4897 100°—.16.28491 110~

Oi

/
5$ 0,4663—— -I=E=l -m– -r 120-0

70° 1.0000—— —.—

1.0
0.9
0.8
0.7
0.6
0.5
0,4
0.3
0.2
0.1
0.0

0.ooOo1.0000
0.1182 0,9731
0.2345 0.9284
0.3482 0.8663
0.4583,0.7873
0.56400.6920
0.664510.5811

0.0000:1.0000
0.11380.9893
0. 2267;0.9575
0,3379 0.9046
0.4465 0.8312
0.5517 0.7377
0.6527 0.6250
0,7488 0,4937
0.8391 0.3450
0.9231 0,1801
1.0000 0.0000

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.0000 1.0000
0,1285 0.9517
0.2530 0.8903
0.3725 0.8161
0.4861 0. 72!38
0.5930 0.6321
0.6924 0.5236
0.7834 0.4052

1.0
0.9
0.8
0.7
0.6
0.5
04
0.3

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

0,000011.0000
0.13490.9441
0. 2643~0.8768
0.38740.7983
0. 5032!0.7095
0.6109’0.6109
0.709510.5032
0. 7983~03874

1,0
0.9
0,8
0.7
0.6
0.5
0.4
0.3

0.0
0.1
0.2
0.3
0.4
():;

0.7
0.8
0.9
1,0

1.0
0.9
0.8
0.7
0.6
0,5

0,0 0.0 O.OOOojl.mo
0.12300.9611
0.2432)0.9069
0.3596 0.8381
0.4713 0.7550
0.5776 0.6583
0.6776 0.5488

1.0
0.9
0.8
0.7
0.6
0.5
0.4

0.1
0.2
0.3
0.4
0.5

0,1
0.2
0.3
0.4
0.5
0.60.4

0.3
0.2
0.1
0.0

0,6
0.7
0,8
0,9
1.0

0.7591 0.4554
0.8469 0.3160
0.9274 0.1638
I .000010.0000

0.7
0.8
0.9
1,0

tO 7705t0.427Zl0.3
0.2
0.1
0.0

0.85560.2945
0.93230.1518
1.Oom,o .0000

0.8
0.9
1.0

0.8654 0.2779
0.9378 0.1424
1.0000 0.0000

0.2
0.1
0.0

0.8 0.8768 0 2643
0.9441 0.1349
1.0000 0,0000

0.2
0.1
0.0

0.9
1.0

‘=I__2td1——~ —
30°

1.4282 80”‘m– IL
———.

25°
1.1918 75°—— ‘m–
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AXi = 60”
TABLE A.1.—Hh AS A FUNCTION OF 0; — (~on!. )

D
–70” I
–10° ‘0.8391

0.0 0.0000 0.0000 1,0
0.1 0.0534 0.1499 0.9
0.2 0.1196 0.2923 0,8
0.3 ‘0.1980 0,4257 0.7
0.4 10.28770.5486 0.6
0.5 10.38760,6597 0.5
0.6 10.496710.7577 0,4
0.7 0.61380.8415 0.3
0.8 O.7377IO.91O3 0.2
0.9 0.86690.9634 0,1
1,0 1,0000‘1.0000 0.0

100°
1.1’31s 160°

0.0

0.1
0,2
0.3
0.4
0.5
0.6
0.7

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3

0.0
0.1
0.2
0,3
0.4
0,5
0,6
0.7
0.8

0.000o ‘o. 0000
0.0658 0.1756
0.1419 0.3383
0.2274 0.4863
0.3213 0.6180
0.4227 0.7321
0.5303 0.8271
0.6432 0.9021
0.7599 0.9563
0,8793 0.9890
1.0000 1,0000

1.0
0.9
0.8
0,7
0.6
0.5
0.4
0.3
0,2
0.1

0.0
0.1
0,2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1.0
0.9
0.8

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

0,oooo 0.0000

0. 060Q0.1611
0,1314 0.3124
0.2136 0.4522
0.3055 0,5790
0,4062 0.6913
0.5146 0.7880
0.6294 0.8680
0.7495 0.9305
0.8735 0.9746
1.0000 1.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
03
0.2
0.1
0.0

0.7
0.6
0,5
0,4
0.3
0.2
0.1

0.8
0.9
1.0

0.2
0.1
0.0

0.8
0.9
1.0

0.9

1.0 0,0 1.0 ll.OOOC!O.991110,0
.— —

105°
1.0000 165° I u o

2.1254 1%‘m Td2Er
-mm- -1=+4 -m-–45”

1.5° 0.3032

lo.000o~o.oooo
0.076010.2143
0. 160C10.4205
0.25130.5746
0. 3487~0 7~67
0.4512,0.8012

1,0
0.9
0.8
0.7
0.6

10.CQoa10,0000
0.0849 0,2693
0.1760 0.4997
0.2723 0.6887
0.3728 0.8344
0.4764 0.9351

0.0
0.1
0.2
0.3
0.4
0.5

1.0
0.9
0.8
0.7
0.6
0.5

0.0
0.1
0.2
0.3
0,4
0.5
0.6

0.000o ‘o .0000
0.0891 0.3067
0.1836 0.5604
0.2823 0.7584
0.3842 0.8984
0.4883 0.9789
0.5933 0.9992

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.000o 0.0000
0.0933 0.3547
0.1910 0.6347
0.2921 0.8369
0,3955 0.9591
0.5000 1.0000
0.6045 0.9591
0,7079 0.8369
0.8090 0.6347
0.9067 0.3547

1,0
0.9
0.8
0,7
0.6
0.5
0.4
0.3
0.2
0.1

0.5
0.5578 ‘0.9169 0.4
0.6671 0.9728 0.3
0.7781 0.9983 0.2
0.8894 0.9932 0.1
1.0000 0.9575 0.0

0.6
0.7
0.8
0.9
1.0

10.581910.989610.4
0.3
0.2
0.1
0,0

0.6881 0.9974
0.7940 0.9584
0.8984 0.8731
1,0000 0.7422

0.7
0.8
0.9
1,0

0.6981 0.9588
0.8016 0.8583
0,9026 0.6988
ll.oom 0.4819

0.2
0.1
0,0

0.9
1.0 Ip.000olo.oocq 0.0

‘m– —1— — —

&l ‘lm–‘Li12E1 m–
....,,.,,,,..——



TABLE A.1.—Hk AS A FUNCTION OF ei — (Cod.)

AX, = 60”

3=E=l–
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.0000

0.0933 0.3547
0.1910 0.6347
0.2921 0.8369
0.3955 0.9591
0.5000 1.ooOo
0.6045 0.9591
0.7079 0.8369
0.8090 0.6347
0.9067 0.3547
1.0000 0.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

‘Iiidim
3a=l–
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.OOOO 0.9911
0.1154 0.9997
0.2306 0.9825
0.3444 0.9399
0.4554 0.8722
0.5625 0.7803
0.6645 0.6650
0.7602 0.5278
0.8487 0.3700
0.9289 0.1934
1.0000 0.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

—— ——
35”

2.1254 95°

–m–

‘iiiLEr

[

6$ 0.5774

0.0 0.0000 1.0000 1.0
0.1 0.1207 0.9890 0.9
0.2 0.2401 0.9563 0.8
0.3 0.3568 0.9021 0.7
0.4 0.4697 0.8271 0.6
0.5 0.5773 0.7321 0.5
0.6 0.6787 0.6180 0.4
0,7 0.7726 0,4863 0.3
0.8 0.8581 0.3383 0.2
0.9 0.9342 0,1756 0.1
1.0 1,0000 0.0000 0.0

30°
1,7321 90°

-m-

‘lz–

-=T=l–
0.0

0.1
0.2
0.3
0,4
0.5
0.6
0.7
0.8
0.9
1,0

0.0000 1.0000
0.1265 0.9746
0.2505 0.9305
0.3706 0.8680
0.4854 0.7880
0.5938 0.6913
0,6945 0.5790
0.7864 0.4522
0.8686 0.3124
0.9400 0.1611
11.000010.00001

1,0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

‘ml”

-=P=l–
0.0 0.000o 0.8837 1.0
0.1 0.1060 0.9580 0.9
0.2 0.2138 0.9953 0.8
0.3 0.3221 0.9953 0.7
0,4 0.4299 0,9580 0,6
0.5 0.5359 0,8837 0.5

‘la–

-m-
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1,0

0.000o 1.0000
0.1331 0.9634
0.2623 0.9103
0.3862 0.8415
0.5033 0.7577
0.6124 0.6597
0.7123 0.5486
0.8020 0.4257
0.8804 0.2923
0.9466 0,1499
1.0000 0,0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

-FF=l-
0.0
0.1
0.2
0.3
0,4
0.5
0.6
0.7
0.8
0,9
1.0

0.0000 0.9575
0.1106 0.9932
0.2219 0.9983
0.3329 0.9728
0.4422 0.9169
0.5488,0.8312
0.65130.7167
0.748710.5746
0.8400 0.4065
0,9240 0.2143
1.0000 0. Ocoo

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

1 1 I
40°

2.6306 100”

-m–
0.0
0.1
0.2
03
0.4
0.5
0.6
0.7
0,8
0.9
1.0

0.0000 1.0000

0.1408 0.9543
0.2760 0.8940
0.4042 0.8200
0.5240 0.7330
0.6340 0.6340
0.7330 0.5240
0.8200 0.4042
0,8940 0.2760
0.9543,0.1408
1.00000.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0,3
0.2
0.1
0.0

‘m– ‘Iiiziar



w
G
wAxi = 70°

TABLE A.1.—Hk AS A FUNCTION OF 6; — (Cont.)

r–750
–5” 10.83911— —— 1—1-

– 70. –65°

— Ai0u732 5° ‘O.58121—... ,—Zi=El=a. FFLa.
0.0 ~o.OOOoo.oooo 1.0
0,1 0.06480.2036 0.9
0.2 10.1411 O.3893 ~0.8
0.3 0.22770.5543 0.7
0.4 0.32330.69611 0.6
0.5 0.42650.8126 0.5
0.6 0.5358’0.90211 0.4
0,7 10.649410 9633: 0.3
0.8 10.7659~0.99511 0.2
0.9 O.8833’O.9973I 0.1
1.0 1.0000,09696’ 0.0

0.0
0.1
0.2

1,0
0,9
0,8
0.7

0.0
0.1
0.2
0.3

O.OOOo’o.oood
0.05180.1702
0.1178,0.3301
0.19680.4773
0. 2879!0.6096,

1.0 0.0 ‘O.OOOOIO.OOOO1.0
0.9 0.1 ,0,05860.1858 0.9
0.8 0.2 ‘0.13000.3580 0.8
0.7 0.3 ‘0.2130 !0.5139 0.7

0.0
0.1
0.2
0.3

‘o. OOOOJO.0000
0,0441,0.1570
0.1039,0.3065
0.17860.4461

1.0
0.9
0.8
0.70.3

0.4
0.5
0.6
0.7
0.8
0.9

0,6
0.5
0.4
0.3
0.2
0.1

0.4
0.5
0.6
0.7
0.8
0.9

‘O.2613J;0.5739
0.36770.6879
0. 4794!0.7864
0.6003,0.8679
0.72870.9313
0. 8626IO.9755

0.6 0.4
0.5
0.6
0,7
0.8
0.9

0.6
0.5

0.4 0.30650.6513 0.6
0.5 ‘0.4090~0.7680 0.5
0.6 10.51900.8623 0.4
0.7 10.634810.93290,3
0.8 ~0.754810.9787 0.2
0.9 0,877110.9989 0.1
1.0 ;l.OOOO:O.9934 0.0

0.5
0.4
0.3
0.2
0.1

]0.3896’0.72511
10.5004’0.8221,
10,61860.8991
10.7426’0.9549/

FJ?~~l

0.4
0.3
0.2
0.1
0,01.0 11.till.00001 0.0 i.o 11.0000il.000010.0 1,0

— — — —
100°

1.0000 170°

I I I
95°

1.1918 165°

I I r

1.4282 1%”

I ,–%O=._

,3.0794 150°
I 85” I

1. 7206; 155°—

-m ‘T~-4Y~2047
——

=35”
35° ‘o. 1577I ~——1——, ----- —— —

0.0000 0.0000
0.0810 0.2762
0.1700 0.5123
0.2659 0,7048
0.3671 0.8508
0.4722,0.94811
0.5796,0,99531

0.0 0
0.1 10

.0000’0.0000

.0859!0.3104
1.0 : 0.0
0.’3 0.1

0.2
0.3
0.4
0.5
0.6
07

0.2 0.8
0.1 10.9
0.0 1,0

0.0
0.1
0.2
0.3
0.4
0.5
0.6

1,0
0.9
0.8
0,7
0.6
0.5
0.4

0.0 0,0000‘o. 0000
0.0758 0.2479
0.1609 0.4654
0.2538 0.6490
0.3533 0.7961
0.4578 0.9046
0.5657 0.9728
0.6756 0.9996
0.7857 0.9847
0.8944 0.9282
1.0000 0.8312

1.0
0.9
0.8
0.7
0.6
0.5
0.4

0,0
0.1
0.2
0.3
0.4
0.5
0.6

1.0
og
0.8
0.7
0.6
0.5
0.4
0.3

10 oooo~o.0000’
~0;090810.3528
10 18760.6327
10:289110.8358,
0.39380.9588
iO.500011 .00W
~0 6062~0.9588
0.71690.8358
~0.8124’O.6327

1,0
0.9
0,8
0,7
0,6
0.5
0.4
0,3
0.2

0.1
0.2
0.3
0.4
0.5

0.2 0.17890 .567410.8
0.3 0,2776’0.7671 0.7
0.4 0,380510.0066~0.6
0.5 \0,4862~0.W371 0.5
0.6 ‘0,5930,0.9974’ 0.4
0.7 0.6!)94i0.947410.3

0.6
0,7
0.8
0.9
1.0

0.7
0.8
0.9
1.0

0.3
0.2
0.1
0.0

0.3
0.2
0,1
0.0

0.7
0.8
0.9
1.0

0.68770.9917
0.79480.9373
0.899410.8329
1,0000’0,6801

0.7761 0.9996
0.8890 0.9772
1.0000 0.9201

0.2
0,1
0.0

0.8 10
0.9 ,0
1.0 1

.8037’0, 8344(

.9044’0.66021
0000~0.4272

10.9092’0.3528!
1 Oooop .00001~.

01
0,0

–ml–

1 1
70° –

,3.1020 140° 1

,-- ._.l-mo..l_ —.

;3.8571, 135” ~—.

I----- ,, —~—l—
[ 60° ~

4.8846’ 130°.. . . . 6.3432 l;!: I



Axi = 70°
TABI,E A.1.—H~ AS A FUNCTION OF 0; — (Cont.)

m=i==l–--– –25°
45° 0.2593

I ml -R-
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1,0

0.0000 0.4274
0.0956 0.6602
0.1963 0,8344
0.3006 0.9474
0.4070 0.9974
0.5138 0.9837
0.61950.9066
0.722410.7671
0.821110.5674
O,9141IO.31O4
l.OOOoo. oooo

1.0 1.0 0.0
0.9 0.1
0.8 0.2
0.7 0.3
0.6 0.4
0.5 0.5

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.0000 0.0000
0,0908.0.3528
0.1876 0.6327
0.2891 0.8358
0.3938 0.9588
0.5000 1.0000
0.6062 0.9588
0.7109 0.8358
0.8124 0.6327
0.9092 0.3528
1.0000 0.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

D.O
D.1
0.2
0.3
0.4
0.5

0.0000 0.6801
0.1006 0.8329
0.2052 0.9373
0.3123 0.9917
0.42040.9953
0.527810.9481
0 .6329)0.8508
0.734110.7408
0.830C[0,5123
0.9190,0,2762
l.OOOoo. oooo

0,Oooo 0.8312
0.1056 0.9282
0.2143 0.9847
0.3244 0.9996
0.4343 0.9728
0.5422 0.9046
0.6467 0.7961
0.7462 0.6400
0.8391 0.4654
0.9242 0.2479
1.0000 0.0000

1.0
0.9
0,8
0.7
0,6
0.5
0.4
0,3

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

1.0
0.9
0.8
0.7
0.6
0.5
0.4
(3:;

0.9
0,8
0.7
0.6
0.5
0.4
0,3
0.2
0.1
0.0

0,6
0.7
0.8
0.9
1.0

0.4 0.6
0.3 0.7
0.2 0.8
0.1 0.9
0.0 1.0

0.2
0.1
0:0

0.848710.4248
0.92950.2241
I.OOOc:o, oooo

0.1
0.0

-M”“m– ‘la’

—l— l~lL—l—— lhiid—

lk5zi!!m

rOi

0.0
0,1
0.2
0.3
0,4
0.5
0.6
0.7
0.8
0.9
1.0

m- -=i==l-
0.0 O.OOOol. oooo 1.0
0,1 0.129710.9887 0.9
0.2 0.2574,0.9549 0.8
0.3 0.38140.8991 0.7
0.4 0.4996~0.8221 0.6
0.5 0.6104 0.7251 0.5
0.6 0.7121 0.6096 0.4
0.7 0.8032 0.4773 0.3
0.8 0.8822 0.3301 0.2
0,9 0.9482 0.1702 0.1
1.0 1.0000 0.0000 0.0

0.000o 0.9696
0.1167 0.9973
0.2341 0,9951
0.3506 0.9633
0.4642 0.9021
0.5735 0.8126
0.6767 0.6961
0.7723 0.5543
0.8589 0.3893
0.9352 0.2036
1.0000 0.ooOo

0.0 0.0000’0.9934 1.0
0.1 0.122910.9989 0.9
0.2 0.24520.9787 0.8
0.3 0.3652,0.9329 0.7
0,4 0.481010 .8623 0.6
0.5 0.59100.7680 0.5
0.6 0.6935’0.6513 0.4
0.7 0,787010.5139 0.3
0.8 0.870010.3580 0.2
0.9 0.94140.1858 0.1
1.0 1.00000.0000 0.0

1,0
0.9
0.8

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0,7
0.8
0,9

0.000o 1.ooOo
0.1374 0.9755
0.2713 0.9313
0.3997 0.8679
0.5206 0,7864
0.6323 0.6879
0.7331 0.5739
0.8214 0.4461
0.8961 0.3065
0.9550 0.1570
1.0000 0.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0
0.1
0.2

:::
0.5
0.6
0.7
0.8
0,9
1.0

0.Oooo 1.0000
0.1464 0.9648
0.2874 0.9122
0.4209 0.8426
0.5449 0.7574

1.0

);

0:6
0.5

0.7
0.6
0,5
0.4
0.3
0.2
0.1

0.6576 0.6576
0.7574 0.6449
0.8426 0.4209
0.9122 0.2874
0.9648 0.1464
1.(MOOO.0000

0.4
0.3
0.2
0,1
0.00.0 1.0

u-.—_.
10“

1.0000 80”‘la- I&

. —— —. —— —
25°

1.7206 95° ‘m–

—.



AX, = 80°
TABLE A.1.—Hk ASA FUNCTION OF 9i — (Cont.)

–l=T=–-El- -=$=– -R–=m=d–
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.00000.0000
0.0240 0.1516
0.0689 0.2984
0.1337 0.4374
0.2173 0.5662
0.3180 0.6820
0,43380,7827
0. 5626!0.8663
,0.701610.9311

1.0
0.9

0.0
0.1
0.2

0.00000.0000 1.0
0.03420.1638 0.9
0.08740.3203 0,8

0.7

0.0
0.1
0.2
0.3
0,4

O.OOOC’O.OOCHI
0.051010.1937
0.1174 0.3735
0.1979 0.5359
0.2910 0.6778
0.3949 0.7964
0.5076 0.8893
0.6267 0.9549
0.7501 0.9917
0.8754 0.9991
1.0000 0.9769

1.0
0,9
0.8
0.7
0.6
0.5

0.0
0.1
0.2
0.3
0.4
0.5
0.6

U
0.9
1.0

1.0

::;
0.7
0.6
0.5
0.4
0.3

0.8
0.7
0.6
0.5
0.4
0.3
0.2

03
0.4
0.5
0.6
0.7
0.8
0.9

0.1582 0.4666
0.2454 0.5996
0.3473 0.7169
0,4619 0,8161
0.5870 0.8954
0.7201 0.9531
0.8587 0.9882
1.0000 1.0000

0.6
0.5
0.4
0.3
0.2
0.1

0.5
0.6
0.7
0.8
0.9
1.0

0.4
0.3
0.2
0.1
0.0

0.76290.9997
0.88250.9871
1.OOOOO.941O

0.2
0.1
0.0

0.9
1,0

0.84840.9760
1.00001.0000

0.1
0.0 1.0 0.0

-kiiizd--ciiitiE-‘m– ‘m’
–55°

25” 0.3434
I I I –l=E=l– -m- –El.

0.0
0.1
0.2
0.3
0.4

1.0
0.9
0.8
0.7
0.6
0.5
0.4

0.00.Oooc‘o.0000 1.0
0.1 0.0766 0.2809 0.9
0.2 0.1634 0.5214 0.8
0.3 0.2588 0.7167 0.7
0.4 0.3610 0.8630 0.6
0.5 0.4679 0.9575 0.5
0.6 0.5775 0.9983 0.4
0.7 0.6876 0.9847 0.3
0.8 0.7962 0,9169 0.2
0.9 0.9010 0.7961 0.1
1.0 1.0000 0,6250 0.0

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.000o
0.0646 0.2313
0.1420 0.4387
0.2303 0.6180
0.3283 0.7659
0.4338 0.8794
0.5448 0.9563
0.6591 0.9951
0.7746 0.9951

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

0.0
0,1
0.2
0.3
0.4
0.5
0.6
0,7
0.8

pxll&l mc&

0.1529 0.4774
0.2449 0,6650
0.3450 0,8136
0.4512 0,9201
0.5615 0.9825
0.6737 0.9997
0.7856 0.9711

1.0
0,9
0.8

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

0.Oooo0.0000
0.0822 0.3125
0.1736 0,5719
0.2723 0.7732
0.3765 0.9125
0.4841 0.9870
0.5930 0.9953
0.7011 0.9373
0.8064 0.8140
0.9066 0.6279
1.0000 0.3825

1.0
0.9
0,8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.7
0.6
0.5
0.4
0,3
0.2
0.1
0.0

0.5
0.6
0.7
0.8
0.9
1.0

0.3
0.2
0.1
0.0

088900.9563
1.00000.8794

0.1
0.0

0.9
1.0

0.895i 0.8975
1.00000,7803 1.0

-IiEikEr -liziM–—l— lkmd— ‘m– ‘IziiLE1–kMi-Mt-

. — —.. .—,— . . ..—.



AXi = 80°
TABLE A.1.—H, AB A FUNCTION OF & — (Cont.)

–=Ta– -=i=4-

-n–25”
55° 0.3434— —

0.0000 0.7803
0.1049 0.8975
0.2144 0.9711
0.3263 0.9997
0.4385 0.9325
0.5488 0.9201
0.6550 0.8136
0.7551 0.6650
0.8471 0.4774
0.9293 0.2543
1.0000 0.000o

-Po=l-
0.0
0,1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.0000 0.0000
0.0878 0.3505
0.1836 0.6305
0.2856 0.8344
0.3918 0.9584
o“.50001.0000
0,6083 0.9584

;:;
0.8
0.7
0.6
0.5
0.4

0.0
0.1
0.2
0.3
0.4
0.5
0,6

0.0000 0.3825
0.0934 0.6279
0.1936 0.8140
0.2989 0.9373
0.4070 0.9953
0.5159 0,9870
0.6235 0,9125

1.0
0.9
0,8
0,7
0.6
0,5
0,4

0.0
0.1
0.2
0.3
0.4
0.5

1.0
0.9
0.8
0.7
0.6
0.5

0.0
0.1
0.2
0.3

;::
0.6

1.0
0.9
0.8
0.7
0.6
0.5
0.4

0.0
0.1
0.2
0.3
0.4
0.5
0.6

0.0000 0.8794
0.1110 0.9563
0.2254 0.9951
0.3409 0.9951
0,4552 0.9563
0.5662 0,8794
0.6717 0,7659
0.7697 0.6180
0.8580 0.4387
0.9354 0.2313
1.oOoo 0.0000

;::
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0,0

0.6
0.7
0.8
0.9
1.0

0.4
0.3
0.2
0.1
0.0

0.7144 0,8344
0,8164 0.6305
0.9122 0,3505
,1.00000,0000

0,3
0.2
0,1
0.0

0.7
0,8
0.9
1.0

0.7277 0.7732
0.8264 0.5719
0.9178 0,3125
1.0000 0,0000

0.3
0.2
0.1
0,0

0.7412 0.7167
0.8366 0.5214
0.9234 0.2809
1.0000 0.0000

0.7
0.8
0.9
1.0

0.3
0.2
0.1
0.0

0.7
0.8
0.9
1.0

-kiik!El-‘m– 1 1 I
40°

3.5442 120° TEiiLa–
–El– –El- -m- -l=i=l–

0.0
0.1
0.2
0.3

0.0000 69410 1.0
0.1175 0.9871 0.9
0.2371 0.9997 0.8
0.3564 0.9787 0.7

0,0
0.1
0.2
0.3

0,0000 0.9769
0.1246 0.9991
0.2499 0.9917
0.3733 0.9549

1,0
0.9
0.8
0.7
0.6

0,0 0.0000 0,9949
0.1 0.1325 0.9982
0.2 0.2640 0.9752
0.3 0.3919 0.9265

1.0
0.9
0.8
0.7

0.0 0.000o 1.0000 1.0
0.1 0.1413 0.9882 0.9
0.2 0.2799 0,9531 0.8
0.3 0.4130 0,8954 0.7
0.4 0.5381 0,8161 0,6
0.5 0.6527 0.7169 0.5
0.6 0.7546 0.5996 0.4
0.7 0.8418 0.4666 0.3
0.8 0.9126 0,3203 0.2
0.9 0.9658 0.1638 0.1
1.0 1.00000.0000 0.0

0.00.0000 l.oOCwl 1.0
0.1 0.1516 0.9760 0.9
0.2 0.2984 0.9311 0.8
0.3 0.4374 0.8663 0.7

0.4
0.5
0.6
0.7
0.8
0.9
1,0

0.4731 0.9243
0.5849 0.8377
0.6896 0.7206
0.7852 0.5752
0.8699 0.4043
0.9419 0.2113
1.0000 0.0000

0.6
0.5
0.4
0,3
0.2
0,1
0.0

0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.4924 0,8893
0.6051 0.7964
0.7090 0.6778
0.8021 0.5359
0.8826 0.3735
0.9490 0.1937
1.0000 0.0000

0.4
0.5
0,6
0.7
0.8
0.9
1.0

0.5139 0.8530
0.6274 0.7560
0.7304 0.6375
0.8207 0.4999
0.8967 0.3457
0.9569 0.1780
1.0000 0.0000

0.6
0.5
0.4
0.3
0.2
0.1
0,0

0.5
0.4
0.3
0.2
0.1
0.0

-t&iiE1–-hiiiiEl––m– ‘liziJ2El– ‘LiIiEE1–



AX; = 90°
TABLE A1.-Hk A8 A FUNCTION OF Oi — (Coni.)

–m. -Em

1
h –90°

0“ 1.0000— . .

0.0 0.0000 0.000o
0.1 0.0123 0.1564
0.2 0.0489 0.3090
0.3 0.1090 0.4540
0.4 0.1910 0.5878
0,5 0.2929 0.7071
0,6 0.4122 0.8090
0.7 0.5460 0.8910
0.8 0.6910 0.9511
0.9 0.8436 0.9877
1.0 1.0000 1.0000

_r2iizza.
0.0
0.1
0.2
0.3

0.0000 0.0000
0.0508 0.2170
0.1183 0.4159
0.2010 0.5917
0.2969 0.7402
0.4034 0.8576
0.5181 0.9411
0.6381 0.9887
0.7604 0.9991
0.8820 0.9721
1.0000 0.9083

:::
0.8
0.7
0.6

:::
0.3
0.2
0.1
0.0

0.0000 0.000o
0.0339 0.1838
0.0879 0.3580
0.1607 0.5181
0.2505 0.6604
0.3550 0.7811
0.4717 0.8775
0.5977 0.9471
0.7300 0.9882
0.8652 0.9998
1.0000 0.9816

0.000o 0.000o
0.0428 0.1996
0.1038 0.3856
0.1819 0.,5536
0.2748 0.6993
0.3804 0.8192
0.4961 0.9104
0.6189 0,9705
0.7459 0.9982
0.8740 0.9926
1.0000 0.9540

0.0
0.1
0.2
0.3

1.0
0.9
0.8
0.7

0.0
0.1
0.2
0.3

1.0
0.9
0.8
0.7

1,0
0.9
0.8
0.7
0.6
0,5
0.4
0.3
0.2
0.1
0.0

0,4
0.5
0.6
0.7
0.8
0,9
1.0

0.6
0.5
0.4
0.3
0.2
0.1

0.4
0.5
0.6
0,7
0.8
0.9
1.0

0.6
0.5
0,4
0,3
0.2
0.1
0.0

0.4
0.5
0,6
0,7
0.8
0.9
1,00.0

‘la–LL
———.

90”
1.0000, 180°

Oi –65°
25° 0.4345—— — —

L
I

85°
1.1868 175° ‘Ire” IL-!75” —

1.6524 165”

F50° I I–El– 1-55° I I I –45” I I
35° 0.3062 40”10. 2536[.— —

I I I I
I 45”10.20711

—l— l— l—
0,0 0.0000 0.000o 1,0
0,1 0.0651 0.2586 0.9
0.2 0.1441 0.4863 0.8

0.0
0.1
0.2
0.3

0.0000 0.0000
0.0844 0.3479
0.1790 0.6279
0.2815 0.8329
0.3894 0,9580
0.5000 1.0000
0.6106 0.9580
0.7185 0.8329
0.8210 0.6279
0.9156 0.3479
1,0000 0.0000

A:;
0.8
0.7
0.6
0.5

0,3
0.4
0.5
0,6
0.7
0.8
0.9

0,2353 0.6773
0.3362 0.8271
0.4445 0.9319
0,5575 0.9890
0.6723 0.9973
0.7862 0.9563
0.8963 0.8672
1.000CIO.7321

0.7
0.6
0.5
0.4
0.3
0.2
0,1

0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.4
0.3
0.2
0.1
0.01.0 0.0

‘m– ‘LiiiLir
.



TABLE A.1.—Hk AS A FUNCTION OF e, — (Cd.)
AXi = 90°

I=l=i .E1 –I=m=l– -P%=–
0; –45°

45° 0.2071
— —1— —

1.0 0.0
0.9 0.1
0.8 0.2
0.7 0.3
0.6 0.4
0.5 0.5

0.000o 0,5759
0.0971 0.7627
0.2019 0.8975
0.3119 0.9772
0.4244 0.9997
0.5365 0.9644
0.6456 0.8722
0.7489 0,7255
0.8440 0.5278
0.9283 0.2839
1.0000 0.0000

0.0
0.1
0.2
0.3
0.4
0,5
0.6
0.7

0.0000 0.7321
0.1037 0.8672
0.2138 0.9563
0.3277 0.9973
0.4425 0.9890
0.5555 0.9319
0.6638 0.8271
0.7647 0.6773
0.8559 0.4863
0<93490.2586
1.0000 0.000o

;::
0,8
0.7
0.6
0.5
0.4
0.3
0.2

0.0 0.0000 0.0000 1.0
0.1 0.0844 0.3479 0.9
0.2 0.1790 0,6279 0.8
0.3 0.2815 0.8329 0.7
0,4 0.3894 0.9580 0.6
0.5 0.5000 1.0000 0.5
0.6 0.6106 0.9580 0.4
0,7 0.7185 0.8329 0.3
0.8 0.8210 0.6279 0.2
0.9 0.9156 0.3479 0.1
1.0 1.0000 0.0000 0.0

0,0
0.1
0.2
0.3
0.4
0.5

0.0000 0.3450
0.0907 0.6002
0.1904 0.7961
0.2966 0.9282
0.4067 0.9932
0.5181 0.9893

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3

0.0
0.1
0.2
0.3
0.4
0.5
0,6
0.7
0.8

0,00000.8377
0.1106 0.9329
0.2263 0.9871
0.3443 0.9989
0.4616 0.9682
0.5754 0.8955
0.6828 0.7828
0.7813 0.6328
0.8684 0.4492
0.9419 0.2365
1.0000 0.0000

;::
0.8
0.7
0.6
0.5

U
0.2

0.6
0.7
0,8
0.9
1.0

0.6280 0.9169
0.7336 0.7774
0,8324 0.5746
0.9219 0.3133
1.0000 0.0000

0.4 0.6
0.3 0.7
0.2 0.8
0.1 0.9
0.0 1.0

0.2
0.1
0.0

0,8
0.9
1.0

0.1
0.0

0.9
1.0

0.1
0.0

— — — —
45”

4.8284 135° --l. ———
25°

2.3016 115”

I
~— ‘ l—ln3d—40”

3.9440 130”

(

–1-l-3r —
,2.7321 120°

–15°
75” 0.6052.— — — –El. -m– JELia.

0.0 0.0000 0.9540 1.0
0.1 0.1260 0.9926 0.9
0.2 0.2541 0.9982 0.8
0.3 0.3811 0.9705 0.7
0.4 0.5039 0.9104 0.6
0.5 0.6196 0.8192 0.5
0.6 0.7252 0.6993 0.4
0.7 0.8181 0.5536 0,3
0,8 0.8962 0.3856 0.2
0.9 0.9572 0.1996 0,1
1.0 1.0000 0.0000 0.0

0,0
0,1
0.2
0.3

0.0000 0,9816
0.1348 0.9998
0.2700 0.9882
0.4023 0.9471
0.5283 0.8775

1.0
0.9
0.8
0.7
0.6
0.5

0.0
0.1
0.2
0.3
0.4
0.5
0.6

:::
0.9
1.0

0.0000 1.0000
0.1564 0.9877
0.3090 0.9511
0.4540 0.8910
0.5878 0.8090
0.7071 0.7071
0.8090 0.5878
0.8910 0.4540

1.00.0 0.000o 0.9083
0,1 0,1180 0.9721
0.2 0.2396 0,9991

1.0
0,9
0.8

0.0
0.1
0.2
0.3
0.4
0.5

0.000o 0.9958
0.1448 0.9973
0.2881 0.9719
0.4262 0,9202
0.5559 0,8435
0.6738 0.7437
0.7771 0.6232

1.0
0.9
0.8
0.7
0.6
0.5
0.4

0.9
0.8
0.7
0,6
0.5

0.7
0,6
0.5
0.4
0.3
0.2
0.1

0.4
0.5
0.6
0,7
0.8
0.9
1.0

o.6450{o.78ii
0.7495 0.6604
0.8393 0.5181
0.9121 0.3580
0.9661 0.1838
1.0000 0,0000

0.4
0.3
0.2
0.1
0.0

0.6
0,7
0.8
0.9
1.0

0.4
0.30.8632 0.4850

0.9301 0.3326
0.9761 0.1695
1.0000 0.0000

0,3
0.2
0.1
0,0

0.95110.3090
0.98770.1564
1.00000.0000

0.2
0.1
0.00.0

I——_—
1.0000 9$-lizitiId– ‘=1”



Axi = 100”
TABLE A. 1.—H~ AS A FUNCTION OF Oi — (Cont.)

--– -l=T=l–TT=l–Pza rll
-75°

25° 0.5338—— .

0.0 0.0000 0.0000 1.0
0.1 0.0429 0.2210 0.9

0.0
0.1
0.2
0.3
0.4

0.0000 0.0000
0.0241 0.1881
0.0716 0.3675
0.1411 0.5329
0.2303 0.6791
0.3367 0.8019

1.0
0,9
0.8
0.7
0.6
0.5
0.4

0.0 0.0000 0.0000 1.0
0.1 0.0130 0,1736 0.9
0,2 0.0514 0.3420 0.8
0.3 0.1142 0.5000 0.7
0.4 0.1994 0.6428 0.6
0.5 0.3044 0.7660 0.5

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0,9
1.0

0.000o 0, OCQO
0.0340 0.2038
0.0895 0.3949
0.1649 0.5677
0.2578 0.7169
0.3654 0.8379
0.4844 0.9270
0.6114 0.9816
0.7422 1.0000
0.8731 0.9816
1.0000 0.9270

1.0
0.9
0,8
0.7
0.6
0.5
0.4

0.2 0
0.3 0
0.4 0
0,5 0
0,6 0
0.7 0
0.8 0
0,9 0
1,0 1

.10570,4247
,18640.6048
,28260.7560
.39130.8736
,50920.9540
.63290.9949

0,8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.5 0.2694 0.7306 0,5
0.6 0.3922 0.8337 0.4
0.7 0.5311 0.9138 0,3
0.8 0.6818 0.9687 0.2
0.9 0,8397 0,9965 0.1
1.0 1,0000 0.9965 0.0

0.5
0.6
0.7
0,8
0.9
1,0

0.6 0.4260 0,8660 0.4
0.7 0.5606 0.9397 0.3
0.8 0.7041 0.9848 0.2
0.9 0.8520 1.0000 0.1
1.0 1,0000 0,9848 0.0

0.4570 0.8974
0.5875 0.9627
0.7243 0.9958
0.8632 0.9958
1.0000 0.9627

0,3
0.2
0.1
0.0

0,3
0.2
0.1
0.0

.75840.9949
1.88200.9540
.00000.8736

‘iiiJ2El– ‘Bl– ‘la–

F———-R- –BE=l– .!=ii=l.
1.0
0,9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0 0.0000 0.0000
0.1 0.0734 0,3131
0.2 0.1609 0.5759
0,3 0.2598 0.7803

1.0
0.9
0.8
0.7

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.0000 0.0000
0.0512 0.2401
0.1206 0.4571
0.2062 0.6444
0.3054 0.7964
0.4151 0.9083
0.5321 0.9769
0.6527 1.0000
0.7733 0.9769
0.8903 0.9083
1.0000 0.7964

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0,3
0,2
0.1
0.0

0.0
0,1
0.2
0.3
0.4
0.5
0.6
0,7
0.8
0.9
1.3

0.000o 0. 000(
0.0589 0.261<
0.1346 0.492;
0.2248 0, 686t
0.3268 0.837{
0.4375 0 .941(
0.5535 0.9934
0.6713 0. 993/
0.7873 0.941(

0.0 O.OCHJO0,0000 1.0
0.1 0.0663 0,2856 0.9
0.2 0.1480 0,5321 0.8
0,3 0.2426 0.7321 0.7
0.4 0.3473 0.8794 0.6
0.5 0.4589 0.9696 0.5
0.6 0.5740 1.0000 0,4
0.7 0.6891 0,9696 0,3
0.8 0.8007 0.8794 0,2
0,9 0.9054 0.7321 0.1
1.0 1,Oooo 0,5321 0.0

0.4
0.5
0,6
0.7
0.8
0.9

0.3671 0.9201
0.4796 0.9911
0.5938 0.9911
0. 7063!0.9201I

:::%:%

0.6
0,5
0.4
0.3
0.2
0.1

0.8
0.9
1.0

0.89800. 83?7
1.00000. 686[ 1.0 0.0

‘m–‘m– ‘m ‘m– ‘lGti2El–
.—
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AXi = 110”
TABLE A.1.—Hk AS A FUNCTION OF Oi — (Ootd.)

–El– -l=F=l-
0.0
0,1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.0030 0.0000
0.0044 0.1763
0.0347 0.3491

1.0 0.0
0.9 0.1
0.8 0.2
0.7 0.3

0.0000 0.0000
0.0137 0.1908
0.0543 0.3746
0.1202 0.5446

;:;
0.8
0.7
0.6

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.0129 0.0000
0.0001 0.1628
0.0186 0.3251
0.0677 0. 48Q9
0.1457 0.6244
0.2496 0.7504
0.3756 0.8543
0.5191 0.9323
0.6749 0.9814

1,0
0.9
0.8

0.0
0,1
0,2
0.3
0.4

0,00000.0000
0,0246 0.2065
0.0741 0.4019
0.1467 0.5790
0.2397 0.7313
0.3497 0.8532

:::
0.8
0.7
0.6
0.5
0.4

0.7
0.6
0.5
0.4
0.3

0.0930 0.5120
0.1770 0.6590
0.2838 0.7848
0.4093 0.8847
0.5489 0.9550
0.6976 0.9931
0.8498 0.9978
1,0000 0.9687

0.6 0.4
0.5 0.5
0.4 0.6
0.3 0.7
0.2 0.8
0,1 0.9

0.2091 0,6947
0.3178 0.8192
0.4421 0.9136
0.5775 0.9744
0,7191 0.9994
0.8617 0.9877
1.0000 0.9397

0,5
0.4
0.3
0.2
0.1
0.0

0.5
0.6
0.7
0.8
0.9
1.0

0.4726 0.9403
0.6040 0.9893
0.7390 0.9985
0.8726 0.9675
1,0000 0.8974

0.3
0.2
0.1
0.0

0.2
0.9
1.0

0.83720.9999
1.00000.9871

0.1
0,0

0.9
1.0 0.0 1,0

%iii!231–—l— ITI ‘ l— lTl— ‘lEili!El– ‘liELi!Et
-m-–l=i=l– rl–60°50° 0,3064— —

0.00.000o10.00001.0
0.1 0,0436 0.2422 0.9
0,2 0.1087 0,4628 0.8
0.3 0,1928 0.6534 0.7
0.4 0.2929 0.8073 0.6

0.0
0.1
0.2
0.3
0.4
0.5
0.6

0.00000.000o
0.0603 0.2861
0.1390 0.5347
0.2333 0.7368
0.3396 0.8850
0.4541 0.9737
0.5726 0.9997
0.6906 0.9622
0.8039 0.8623
0.9083 0.7039
1.0000 0.4927

1.0
0.9
0.8
0.7
0.6
0.5
0,4
0.3
0.2
0.1
0.0

0.7
0.8
0.9
1.0

I

i!45°
12.7944 155”iiRLETTiiiLEE- ‘m– ‘iiiiila-’

“.



TABLEAl .—H~ AS A FUNCTION OF 6{ — (ConL)

Ax, = 110°

-- -i~W-
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0,9
1.0

0.00000.0000
0.0760 0.3418
0.1676 0.6217
0.2713 0.8292
0.3835 0.9569
0.5000 1.0000
0.6165 0.9569
0.7287 0.8292
0.8324 0.6217
0.9240 0.3418
1.0000 0.0000

1.0

:::
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

i

— — .
35°

3.8420 145°

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

O.omo0.8379
0.1175 0.9341
0.2430 0.9382
0.3720 0.9983
0.4997 0.9641
0.6214 0.8866
0.7326 0.7689
0.8293 0.6152
0.9079 0.4311
0.9656 0.2235
l.omo O.0000

:::
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

-Giiiizd-
–=i==l–
0.0
0.1
0.2

U
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.8974
0.1274 0.9675
0.2610 0.9985
0.3960 0.9893
0.5274 0.9403
0.6503 0.8532
0.7603 0.7313
0.8533 0.5790
0.9259 0.4019
0.9754 0.2065
1,oo1110.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

‘m– ‘m–

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.s
0.9
1.0

I=i=l
0.000o0.4927
0.0917 0.7039
0.1961 0.8623
0.3094 0.9622
0.4274 0.9997
0.5459 0.9737
0.6604 0.8850
0.7667 0.7368
0.8610 0.5347
0.9397 0.2861
I.0000 O.0000

1,0 0.0
0.9 0.1
0.8 0.2
0.7 0.3
0.6 0.4
0.5 0.5
0.4 0.6
0.3 0.7
0.2 0.8
0.1 0.9
0.0 1.0

-m
O.00000.6444
0.0998 0.8094
0.2109 0.9256
0.3292 0.9887
0.4503 0.9963
0.5698 0.9482
0.6832 0.8462
0.7865 0.6940
0.8758 0.4971
0.9478 0.2630
1.0000 0.0000

:::
0.8
0.7
0,6
0.5
0.4
0,3
0,2
0.1
0.0

-m–
12.4051/130” I

.-.

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.9397
0.1383 0.9877
0.2809 0.9994
0.4225 0.9744
0.5579 0.9136
0.6822 0.8192
0,7909 0.6947
0.8798 0.5446
0.9457 0.3746
0.9863 0.1908
1.0000 0.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

‘m–

-m–
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.7560
0.1084 0.8834
0.2265 0.9654
0.3499 0.9992
0.4742 0.9834
0.5947 0.9186
0.7071 0. %373
0.8072 0.6534
0.8913 0.4628
0.9564 0.2422
1.0000 0,0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

‘liE!LiEl–
-l=i=l–

——— —
o

—

1.1579 1;:” lLL!––—=m=
1.0000 100”



AX; = 120°
TABLE A. I.—Hk AS A FUNCTION OF @i — (Cont. )

“1
–95°

25° 0.7642— —

0.0027 0.0000
0.0052 0.1923
0.0383 0.3796
0.1004 0.5539
0.1888 0.7075
0.2997 0.8336
0,4283 0.9269
0.5688 0.9831
0.7152 0.9999
0.8611 0.9764
1.0000 0.9138

.1=. -El–T%Lid
—l—l—l—

0.0
0.1
0.2

:::
0,5
0.6
0.7
0.8
0.9
1.0

0.0 0.0113 0.0000 1.0
0.1 0.0005 0.1777 0.9
0.2 0.0221 0.3541 0.8
0.3 0.0754 0.5215 0.7
0.4 0.1580 0.6725 0.6
0.5 0.2662 0.8007 0.5
0.6 0.3953 0.9003 0.4
0.7 0.5398 0.9670 0.3
0.8 0.6932 0.9979 0.2
0.9 0.8488 0.9917 0,1
1.0 1.000o 0.9486 0.0

0.0
0.1
0.2
0.3

0.0000 0.0000
0.0146 0.2079
0.0576 0.4067
0.1273 0.5878
0.2206 0.7431
0.3333 0.8660
0.4606 0.9511
0.5970 0.9945
0.7364 0.9945
0.8727 0.9511
1.0000 0.8660

1.0
0.9
0.8
0.7

0.0
0.1
0.2
0.3
0.4

0.0271 0.000o
0.0011 0.1640
0.0098 0.3299
0.0528 0.4903
0.1282 0.6383
0.2327 0.7673
0.3617 0.8718
0.5097 0.9472
0.6701 0.9902
0.8360 0.9989
1.000o 0.9729

RJ
0.8
0.7
0.6

1.0
0.9
0.8
0.7

1.0 0.000o 0.Oooo 1.0
0.1 0.0254 0.2248 0.9
0.2 0.0774 0.4356 0.8
0.3 0.1538 0.6232 0.7
0.4 0.2512 0.7794 0.60.6

0.5
0.4
0.3
0.2
0.1
0.0

0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.6
0.5
0.4
0.3
0,2
0.1
0.0

0.5
0.6
0.7
0..8
0.9
1.0

0.5
0.4
0.3
0.2
0.1
0.0

0.5 0.3654 0.8974 0.5
0.6 0.4913 0.9719 0.4
0.7 0.6235 0.9998 0.3
0.8 0.7562 0.9799 0.2
0.9 0.8835 0.9129 0.1
1.0 1.0000 0.8019 0.0

‘m– ‘iIJiIEJ– ‘m– ‘IEiiLEE–“lm–

-F3=l––El- –El– -l=E=l–Ri –80°
40” 0.6077_— —.

0.0
0,1
0.2
0.3
0.4
0.5

I!)::
0.8
0.7
0.6

0.0 0.0000 O.ocml 1.0
0.1 0.0448 0.2633 0.9
0.2 0.1128 0.4999 0.8
0.3 0.2012 0.6993 0.7
0.4 0.3060 0.8530

0.0
0.1
0,2
0,3

0.0000 0.0000
0.0537 0.2856
0.1292 0.5359
0.2231 0.7402
0.3313 0.8893
0.4491 0.9769
0.5714 0.9991

1.0 0.0
0.9 0.1
0.8 0.2
0.7 0.3
0.6 0.4

0.0000 0.0000
0.0624 0.3104
0.1450 0.5752
0.2443 0.7828
0.3558 0.9243
0.4747 0.9934
0.5959 0.9871
0.7139 0.9056

1.0
0.9
0.8
0.7
0.6

0.0
0.1
0.2
0.3
0,4
0.5
0.6

0.Oooo 0
0.0710 0
0.1606 0
0.2652 0
0,3800 0
0.5000 1
0.6200 0
0,7348 0

.Oooo

.3383

.6180

.8271

.9563

.Oooo

.9563
,8271

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3

0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.4
0,5
0,6
0.7
0.8
0.9
1,0

0.5
0.4
0.3
0,2
0.1
0.0

0.5
0.6
0.7
0,8
0.9
1.0

0.4226 0.9540
0.5461 0.9982
0.6708 0.9834
0.7916 0.9104
0.9029 0.7823
1.0000 0.6048

0.5 0.5
0.4 0.6
0.3 0.7
0.2 0.8
0,1 0.9
0.0 1.0

0.5
0.4
0.3

0.6
0.7
0.8
0.9
1.0

0.6927 0.9549
0.8079 0.8462
0.9118 0.6778
1.0000 0.4571

0.7
0.823810.7526 0.2
0.920.0.5347 0.1
1.00000.2615 0.0

0,8 0.8394 0.6180 0.2
0.9 0.9290 0,3383 0.1
1.0 1.0000 0,0000 0.0

“lizii2El–
1 I

40”
1 1 1 I

35°
2.5924 160” 2.9884 155” ‘-la–—! (

..-. . .



TABLE A.1.—Hk AS A FUNCTION OF I% — (Cont.)
Ax< ==m“

1
i%–60°

60” 0.2887— — —.

0.0 0.0000 0.0000 1.0
0.1 0.0710 0.3383 0.9
0.2 0.1606 0.6180 0.8
0.3 0.2652 0.8271 0.7
0.4 0.3800 0.9563 0.6
0.5 0.5000 1.ooOo 0.5
0.6 0.6200 0.9563 0.4
0.7 0.7348 0.8271 0.3
0.8 0.8394 0.6180 0.2
0.9 0.9290 0.3383 0.1
1.0 1.0000 0.0000 0.0

-LEiEig–
mm=l–
0.0
0.1
0.2

:::
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.8019
0.1165 0.9129
0.2438 0.9799
0.3765 0.9998
0.5087 0.9719
0.6346 0.8974
0.7488 0.7794
0.8462 0.6232
0.9226 0.4356
0.9746 0.2248
1.0000 o.oocKl

u
0.8
0.7
0.6

:::
0.3
0.2

:::

-m–

-m––El-

1
0.00.00000.2615 1.0
0.1 0.0795 0.5347 0.9
0.2 0.1762 0.7526 0.8
0.3 0.2861 0,9056 0.7
0.4 0.4041 0.9871 0.6
0.5 0.5253 0.9934 0.5
0.6 0.6442 0.9243 0.4
0.7 0.7557 0.7828 0.3
0.8 0.8550 0.5752 0.2
0.9 0.9376 0.3104 0.1
1.0 1.0000 O.ooilo 0.0

— — ——
25”

2.9884 145°

_m.

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.8660
0.1273 0.9511
0.2636 0.9945
0.4030 0.9945
0.5394 0.9511
0.6667 0.8660
0.7794 0.7431
0.8727 0.5878
0.9424 0.4067
0.9854 0.2079
1.0000 0.0000

;::
0,8
0.7
0.6

:::
0.3
0.2
0.1
0.0

0.00.00000.4571
0.1 0.0882 0.6778
0.2 0.1921 0.8462
0.3 0.3073 0.9549
0.4 0.4286 0.9991
0.5 0.5509 0.9769
0.6 0. 66&70.8893
0.7 0.7769 0.7402
0.8 0.8708 0.5359
0.9 0.9463 0.2856
1.0 1.0000 0.000o

1 1

20°
2.5924 140” I

::!
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

–El

-Iizitizl–‘IGL!ZEI–

43=4– -El–
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.00000.6048
0.0971 0.7823
0.2084 0.9104
0.3292 0.9834
0.4539 0.9982
0.5774 0.9540
0.6940 0.8530
0.7988 0.6993
0.8872 0.4999

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

0.9 0.95520.2633 0.1
1.0 1.00000.0000 0.0

‘lEaBEl–
–El–

0.5 0.7338 0.8607 0.5
0.6 0.8420 0.6725 0.4
0.7 0.9246 0.5215 0.3
0.8 0.9779 0.3541 0.2
0.9 0.9995 0,1777 0.1
1.0 0,9887 0.0000 0,0

‘la–

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0,7
0.8
0,9
1.0

0.00000.7169
0.1065 0.8584
0.2256 0.9531
0.3521 0.9970
0.4804 0.9882
0.6051 0.9270
0.7205 0.8161
0.8217 0.6604
0.9043 0.4666
0.96460.2432
1.00000.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0,2
0.1
0.0

-m–
0.0
0.1
0,2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.9729
0.1640 0.9989
0.3299 0.9902
0.4903 0.9472
0.6383 0,8718
0.7673 0.7673
0.8718 0.6383
0.9472 0.4903
0.9902 0.3299
0.9989 0.1640
0.9729 0.000o

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0



.. -. .-

TABLE A.1.—Hk AS A FUNCTION OF & — (Cod.)

AXi = 130°

—l—1 —l—

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.0449‘0.0000
0.0055 0.1640
0.0041 0.3327
0.0406 0.4975
0.1132 0.6497
0.21820.7818
0.350310.8868
o.5025~o.9594
0.667310.9959
0.83600.9945
1.mlo.9551

1.0
0.9
0,8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0,0

-M-
=–
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.0000
0.0265 0.2430
0.0816 0.4687
0.1625 0.6655
0.2651 0.8233
0.3841 0.9339
0.5133 0.9918
0.6462 0.9940
0.7760 0,9403
0.8960 0.8335
1.0000 0.6791

1.0
0,9
0.8
0.7
0.6
0.5
0,4
0,3
0.2
0,1
0.0

-El–
0.00 .0239~0.0000 1.0
0.1 0.0004,0.1779 0.9
0.2 0.0129,0.3572 0.8
0.3 0.06080.5287 0.7
0.4 0.1415‘O.683710.6
0.5 0,2511 0.8141 0.5
0.6 0.3838 0.9134 0.4
0.7 0.5329 0.9764 0.3
0.8 0.6907 0.9999 0.2
0.9 0.8491 0.9826 0.1
1.0 1.OOOCIO.9256 0,0

-ldld-
–l=E=–
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0,8
0.9
1.0

o.oocdo.Oooo
0.03670.2627
0.10040.5012
0,18780.7032
0.294310.8584
0 .4146~0,9588
10.5425 0 9993
0.6715 0.9778
0,7948 0.8954
0.9062 0.7563
1.0000 0.5677

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0,1
0.0

‘IiiiEEl--l=-

– 100°
30°0.7824_ — _

0,0
0.1
0.2
0.3
0.4
0.5
0,6
0.7
0.8
0.9
1.0

0.0101 0.000o
0.0009 0.1926
0.0258 0.3828
0.0836 0.5610
0.1712 0.7181
0.2843 0.8459
0.4169 0.9380
0.5624 0.9895
0.7132 0.9979
0.8616 0.9628

II1.00000.8858

1.0
0.9
0.8
0,7
0.6
0.5
0.4
0.3
0.2
0,1
0.0

nzi!IEr
–75°

55° 0.4152 —

0.00.000o0.000o1.0
0.1 0,0465 0.2842 0.9
0.2 0.1183 0.5360 0.8
0.3 0.2118 0.7423 0.7
0.4 0.3222 0.8927 0.6
0.5 0.4438 0.9795 0.5
0.6 0.5704 0,9982 0.4
0.7 0.6955 0,9477 0.3
0.8 0.8127 0.8308 0.2
0.9 0.9160 0.6534 0.1
1.0 1.0000 0.4247 0.0

.L135° —
2.4084 165°

–95° I
35” 0.6909

I m—— —— ——

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0,7
0.8
0.9
1.0

0. @32410.0000
0,0062 0.2082
0.0422 0.4098
0,1086 0.5945
0.2021 0.7529
0.3178 0.8768
0.4497 0.9598
0.5912 0.9978
0.7349 0.9887
0.8736 0.9330
1.0000 0.8337

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0,2
0.1
0.0

“iczL!lE”

-lw–
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.00000,0000
0.0559 0.3079
0.1357 0.5735
0.2352 0.7829
0.3493 0.9256
0.4721 0.9942
0.5975 0.9852
0,7189 0.8991

1.0
0,9
0,8
0.7
0.6
0.5
0.4
0.3

0.8 0.8301 0.7402 0.2
0.9 0.9254 0.5167 0.1
1.0 1.0000 0.2401 0.0

‘m–

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.00000.0000
0.0156 0.2250
0.0616 0.4384
0.1356 0.6293
0.2340 0,7880
0.3515 0.9063
0.4822 0.9782
0.6193 0.9998
0.7560 0.9703
0.8851 0.8910
1.0000 0.7660

1.0
0.9
0.8
0,7
0.6
0.5
0.4
0,3
0.2
0.1
0.0

‘la”

-l=–
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

0,oooo0.
0,0653 0.
0.1528 0.
0.2582 0.
0.3759 0.
0.5000 1,
0.6241 0.
0.7418 0.

Oooo
3343
6140
8247
9556
0000
9556
8247

1.0
0.9
0.8
0,7
0.6
0.5
0.4
0.3

0.8 0.8472 0.6140 0.2
0.9 0.9347 0,3343 0,1
1.0 1.0000 0.0000 0.0

25°
3.1394 155”



t

Axi = 130”
TABLE A. I.—H, AS A FUNCTION OF Oi — (Con. !.)

-m– -I=l=a––m– –=Ea–
0.0 0.0000 0

0.1040 0
0.2240 0
0,3538 0
0.4867 0
0.6159 0
0.7349 0
0.8375 0

.6791

.8335
‘. 9403
.9940
,9918
‘. 9339
.8233

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3

0.0
0.1
0,2
0.3

1.0
0.9
0.8
0.7

0.0
0.1
0.2
0.3
0.4

0.0000 0.5677
0.0938 0.7563
0.2052 0.8954
0.3285 0.9778
0,4575 0,9993
0.5854,0,9588

1.0
0,9
0.8
0.7
0.6
0.5
0.4

0.1
0.2
0.3
0.4
0.5

0,4
0.5
0.6
0.7
0.8
0.9

0.4025 0.9852
0.5279 0.9942
0.6507 0,9256
0.76480.7829
0.8643’0.5735
0.944110.3079
1.0000,0.0000

0.6
0,5
0.4
0,3
0.2
0.1

0,5
0.6
0,7
0.8
0.9
1.0

10.705710,858.i 0.6
0.70.8122’0.7032

0.899610 5012
10.9633~0:2627
,1.0000,0.0000

0.3
0.2
0.1
0.0

.66551
0.8 0.9184 0.4687 0.2
0.9 0.9735 0.2430 0.1
1.0 1.0000 0.0000 0.01.0 0.0

-ii!iLi3–‘iGiLm

=-

“la–

–m– -l=Y=l––El- .ZEiiL
0.0 0.000o 0.9551 1.0
0.1 0.1640 0.9945 0.9
0.2 0.3327 0.9959 0.8
0.3 0.4975 0.9594 0,7
0.4 0.6497 0.8868 0.6
0.5 0,7818 0.7818 0.5

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0.0
0.1
0.2
0.3

;::
0.8
0.7
0.6
0.5
0.4
0.3
0.2

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

0.0000 0.8858
0.1384 0.9628
0.2868 0.9979
0.4376 0.9895
0.5831 0.9380
0.7157 0.8459
0.8288 0.7181
0.9164 0.5610
0.9742 0.3828
0.9991 0.1926

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0.0
0.1
0.2
0.3
0.4
0.5
0,6
0.7
0.8
0,9
1,0

0.0000 0.9256
0.1509 0.9826
0.3093 0.9999
0.4671 0.9764
0.6162 0.9134
0.7489 0.8141
0.8585 0.6837
0.9392 0.5287
0.9871 0.3572
0.9996 0.1779
0.9761 0.000o

1.0
0,9
0.8
0.7

0.4
0.5
0.6
0.7
0.8
0.9
‘1.0

0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.6 0,8868 0.6497 0.4
0.7 0.9594 0.4975 0.3
0.8 0,9959 0.3327 0.2
0.9 0.9945 0.1640 0.1
1.0 0.9551 0.0000 0.0

0.984410.2250
1.00000.0000

0.1
0.0 0.0 1.0 10.989910.00til 0.0

–lo”
1.2781 120°

I

Id

I I I
–5”

1.4474 125”

(

–15°
1.1301 115”

1 I
–20=

1.0000 110”

L.,



.

Ax, = 14W
Tom A.1.—Hb AS A FUNCTION OF Oi — (Cont.) w

N
IQ

-=F=– -l=F=l–
0.0
0.1
0.2
0.3
0.4
0,5
0.6

0.0402 0.000o
0.0037 0,1770
0.0065 0.3586
0.0485 0.5340
0.1273 0.6928
0.2381 0.8257
0.3744 0.9246

1.0
0.9
0.8
0.7
0.6
0.5
0.4

0.00.0092 0,0000
0.0015 0.2074
0.0298 0.4113
0.0925 0.5995
0.1859 0.7609
0.3044 0.8859
0.4409 0.9670

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

:::
0.8
0.7
0.6
0.5
0.4

0.0
0.1
0.2
0,3
0.4
0.5
0.6

0,0217 0.000o
0.0001 0.1917
0.0163 0.3843
0.0693 0.5663
0.1559 0.7268
0.2710 0.8563
0.4078 0.9472

1.0 0.0
0.1
0.2
0,3
0.4
0.5
0.6
0.7

0.0022 0.0000
0.0072 0.2241
0.0466 0.4396
0.1180 0.6337
0.2171 0.7950
0.3382 0.9138
0.4740 0.9831

1.0
0.9
0.8
0.7
0.6
0.5
0.4

0.9
0.8
0.7
0.6
0.5

0.1
0.2
0.3
0,4
0.5
0.60.4

0.3
0.2
0.1
0.0

0.4974 0.9693
0.6661 0.9990
0.8371 0.9871
1.0000 0.9341

0.3
0.2
0.1
0.0

0.7
0.8
0,9
1.0

0.5281 0.9837
0.6899 0.9995
0.8504 0.9711
1.0000 0,9002

0.3
0.2
0.1
0.0

0.7
0.8
0.9
1.0

0.5580 o.994i
0.7129 0.9941
0.8632 0,9472
1.0000 0,8563

0.7
0.8
0.9
1,0

0.5875 0.9995
0.7353 0.9814
0.8756 0.9138
1.0000 0.8007

0.6164 0.9987
0.7571 0.9598
0.8875 0.8686
1,0000 0.7306

0.3
0.2
0.1
0.0

0.8
0.9
1.0

‘m–
3X==–

“E!IJzE“
–E –

‘m–
–ml–

1 1 !
50”

1.3997 190”

1 1
450

1.5703 185°

.m. -m–
0.0
0,1
0.2

0.00000.00043
0.0488 0.3049
0.1253 0.5710
0.2250 0,7823

1.0
0,9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.00
0.1 0
0.2 0
0.3 0
0.4 0
0.5 0
0.6 0
0.7 0
0.8 0
0.9 0
1.0 1

1.0
0.9
0.8

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.00000.000o
0.0280 0.2612
0.0868 0.5012
0.1731 0.7057
0,2817 0.8626
0.4062 0.9627
0,5392 0.9998
0.6727 0.9719
0.7989 0.8806
0.9102 0,7313
1.0000 0.5329

1.0
0.9
0.8

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.000o0,0000
0.0385 0,2821
0,1063 0.5349
9.1994 0.7435
0.3123 0.8954
0.4383 0.9816
0,5698 0,9970
0,6990 0.9408
0.8184 0.8161
0.9207 0.6305

1.0
0.9
0,8

0.7
0.6
0.5
0.4
0,3
0.2

0.7
0.6
0.5
0.4
0,3
0.2

0.7
0.6
0.5
0.4
0,3
0.2
0.1
0,0

0.3
0.4
0.5
0.6
0.7
0.8
0.9

0.4 0.3713 0.9549 0.6
0.5 0.5000 1.0000 0.5
0.6 0.6287 0.9549 0.4
0.7 0.7498 0.8221 0.3
0.8 0.8560 0,6096 0.2
0.9 0.9411 0.3301 0.1
1.0 1.0000 0.0000 0.0

0.1
0.0

0.9
1.0

0,1
0.0 11.Oooo/o.39491 1.0 11.000 do.22101

125°
2.5260 165°-la– T—

2.8563 160°“la” ‘la–

.. ,”,,. ,, ,7,7--T, , ,,, ,,, “,, ,,,, ,,, . .,,,,,,,., .,, ,,,, ,.,, ,,,, ,,,,” ,,, ,,,, .,,,,, ,.. ,
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TABLE A.1.—Hk AZ A FUNCTION OF e, — (ConL)
Axi = 140°

–lma– .Emid El -=@=l-
0.0000 0.3949
0.0793 0.6305
0.1816 0,8161
0.3010 0.9408
0.4302 0.9970
0,5617 0.9816
0.6877 0.8954
0.8006 0.7435
0.8937 0.5349
0.9615 0.2821
1.0000 0.0000

0,0
0.1
0.2
0,3
0,4

1.0
0.9
0.8
0.7
0.6
0.5

0.0
0.1
0,2
0,3
0.4
0.5

0.0000 0.5329
0.0898 0.7313
0.2011 0.8806
0.3273 0.9719
0.4608 0.9998
0.5938 0.9627
0.7183 0.8626
0.8269 0.7057
0,9132 0.5012
0,9720 0.2612
1.0000 0,0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0,3

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.0000 0.6428
0.1009 0.8090
0.2216 0.9272
0.3550 0.9903
0.4930 0.9945
0.6274 0.9397
0.7504 0.8290
0.8546 0.6691
0.9337 0.4695

1,0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0,5
0.6
0.7
0.8
0.9
1.0

0,4
0,3
0.2
0,1
0.0

0.6
0.7
0.8
0.9
1.0

0,2
0.1
0.0

0.9
1.0

o.98320.24i9
1.00000.0000

I I I

1.9887 14$

–m-

.— _ .
15°

2.5260 155”‘IEJzz– “la” ‘IGELE–

-lw– –m==l.
0.0
0.1
0.2
0.3
0,4
0.5
0.6
0.7
0.8
0.9
1.0

0.0000 0. 73Q6
0.1125 0.8686
0.2429 0.9598
0.3836 0.9987
0.5260 0.9831
0.6618 0.9138
0.7829 0.7950
0.8820 0.6337
0.9534 0.4396
0.9928 0.2241
0.9978 0.0000

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0

0.0
0.1
0.2
0,3
0.4
0.5
0.6

0.000o 0.9341
0.1629 0.9871
0.3339 0.9990
0.5026 0.9693
0.6591 0.8996
0.7941 0.7941
0.8996 0,6591
0.9693 0.5026
0.9990 0.3339

1,0
0.9

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.000o 0.8007
0.1244 0.9138
0.2647 0.9814
0.4125 0.9995
0.5591 0,9670
0.6956 0.8859
0.8141 0,7609
0.9075 0.5995
0.9702 0,4113

u
0.8
0.7

:::
0.4
0,3
0.2

0.0 0.00000.8563
0.1 0.13680.9472
0.2 0.28710.9941

1,0 0.0
0.9 0.1
0,8 0.2

0,oooo 10.9002
0.1496 0,9711
0.3101 0.9995
0,4719 0.9837
0.6256 0.9246

1.0
0.9
0.8
0.7
0.6
0.5

0.s
0,7
0.6
0.5
0.4
0.3

0.3
0,4
0.5
0,6
0.7
0.8
0.9

0,4420 0.9941
0.5922 0.9472
0.7290 0.8563
0.8441 0.7268
0.9307 0.5663
0.9837 0.3843
0.9999,0,1917

0,7 0.3
0.6 0.4
0.5 0.5
0.4 0.6
0,3 0.7
0,2 0.8
0.1 0.9
0.0 1.0

0.7619 0.8257
0.8727 0.6928
0,9515 0.5340
0.9935 0.3586
0.9963 0,1770
0. 9598i0.0000

0.4
0.3
0.2
0.1
0.0

0,7
0.8
0.9
1.0

0,2
0.1
0.0

0.99850.2074
0.99080.0000

0.1
0.0

0.98710.1629
0.93410.00001.0 10.978310.OWIOI

‘m’
1 I I

–25°
1,0000 115°
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TABLE A.2.—t), AS A FUNCTION OF Hk
AX; = 40°

H, x;. = –90” –85° – 80° – 75° – 70° – 65° – 60° – 550 – 5o0 I –45°

X,,u= –50° –45” – 40” – 35” – 30° –25” – 20” –15” – 10° –5”
— — . . —- — . . —

0.0 0.0000 0,0000 0,0000 0.0000 0.0000 0.000o o.cWo ‘0.0000 0.0000 0.0000
0,1 0.3104 0.2424 0.2021 0.1769 0.1600 0.1478 0.1387 0.1315 0.1256 0.1206
0.2 0.4399 0.3805 0.3398 0.3111 0.2899 0.2736 0.2607 0.2500 0.2410 0.2332
0,3 0.5398 0.4892 0.4523 0.4245 0.4030 0.3858 0.3715 0.3595 0.3490 0.3398
0.4 0.6246 0.5822 0.5501 0.5251 0.5050 0.4884 0.4743 0.4622 0.4514 0.4417
0.5 0.6998 0.6652 0.6383 0.6167 0.5990 0.5840 0.5710 0.5596 0.5494 0.5400
0,6 0,7682 0.7410 0.7194 0.7018 0.6870 0.6742 0.6630 0.6530 0.6439 0.6355
0.7 0.8314 0.8114 0.7952 0.7817 0.7702 0.7602 0.7513 0.7432 0.7357 0.7287
0.8 0.8906 0.8775 0.8667 0.8576 0.8497 0.8428 0.8365 0.8308 0.8254 0.8202
0.9’ 0.9467 0.9402 0.9348 0,9302 0.9262 0.9225 0.9192 0.9162 0.9133 0.9106
1.0’ 1.0000 1,0000 I .00001,00001.0000 1.0000 1.0000 1.0000 1.0000 1.0000II J

x,”, = –40” –35° –30” –25° –20° –15° – 10°
Hk X,M = (-J. ~.

–;” 0° 5“
10” 15° 20° 25” 30° 35° 40” 45°

—

0.0 0.0000 0.0000 0.0000 o.m,o. oOOoO.00000.0000
01 0,1164 0,1126 0.1091 0.1060,0.1030 0.1002 0.0975 0.0948 0.0921 0.089
0.2 0.2264 0.2201 0.2144 0.2090,0.2040 0.1990 0.1942 0.1894 0.1846 0.179
03 0.3315 0.3238 0.3167 0.3099 0.3034 0.2970 0.2908 0.2844 0.2780 0.271
0.4 0.4328 0.4246 0.4168 0.4093 0.4020 0.3947 0.3874 0.3801 0.3725 0.364
0.5 0.5313 0.5231 0.5152 0.5076 0.5000 0.4924 0.4848 0.4769 0.4687 0.46
0.6 0.6275 0.6199 0.6126 0.6053 0.5930 0.5907 0.5832 0.5754 0.5672 0.558
0.7 0.7220 0.7156 0.7092 0.7030,0.6966 0.6901 0.6833 0.6762 0.6685 0.660
0.8 0,8106 0.8058 0.8010,0.7960 0.7910 0.7856 0.7799 0.7736 0.766

X,m= 10° 15° 20°
“ X,M = 500

25° 30° 35° 40° 45” 50°
55° 60” 65° 70° 75” 80” 85” 90”

—

0.0 0.0000 0.0000 0.ooOo 0.0000 0.0000 o.OOOqo.m,o. Ooooo. Oooo
0.1 0.0867 0.083810.080s‘o. 07750.0738 0.0698 0.0652,0. 0598;0.0533
0.2 0,1746 0.1692 0.1635 0.1572 0.1503 0.1424 0.1333 0.1225 0.1094
0.3 0.2643 0.2568 0.2487 0.2398 0.2298 0.2183 0.2048 0.1886 0.1686
0.4 0.3561 0,3470 0.3370 0.3258,0.3130 0.2982 0.2806 0.2590 0.2318
0.5 0.4506 0.4404 0.4290 0.4160 0.4010 0.3833 0.3617 0.3348 0.3002
0,6 0.5486 0.5378 0.5257 0.5116 0.4950 0.4749 0.4499 0.4178 0.3754
0.7 0.6510 0.6405 0.6285 0.6142 0.5970 0.5755 0.5477 0.51O80.4602
0.8 0.7590 0.7500 0.7393 0.7264 0.7101 0.6889 0.6602 0.6195 0.5601
0.9 0.8744 0.8685 0.8613 0.8522 0.8400 0.8231 0.7979 0.7576 0.6896
1.0 1.0000 1.ooOo 1.0000 1.0000 1.Ooooll. ooOo l.oOOoll. ooWll. ooOo

d



APPENDIX A 32:

Tom A.2.—@i AS A FUNCTION OF H~ — (Cont.)
Ax, = 50°

Hk
x,.= –90° –85” –80° – 75° – 70” –65° –60° – 55° – 50°
Xill = ’40” –35° – 30° –25° –20° –15° – 10° –5° o“

. — . . . . — .

0.0 0.0000 0.0000 0.0000 0.0000 0.oOOO0.0000 0.0000 0.0000 o.oOoc
0.1 0.3072 0.2492 0.2111 0.1855 0.1673 0.1539 0.1435 0.135210.1283
0.2 0.4358 0.3853 0.3479 0.3198 0.2980 0.2806 0.2664 0.2544 0.2441
0.3 0.5354 0.4922 0.4585 0.4318 0.4100 0,3919 0.3766 0.3632 0.3515
0.4 0.6201 0.5839 0.5546 0.5306 0.5105 0.493210.4782 0.4648 0.4527
0.5 0.6955 0.6658 0.6413 0.6206 0.6029 0.5874 0.5736 0.5611 0,5496
0.6 0.7643 0.7409 0.7212 0.7043 0.6895 0.6763 0.6644 0.6534 0.6431
0.7 0.8283 0.8109 0.7960 0.7831 0.7716 0.7612 0.7516 0.7427 0.7343
0.8 0.8884 0.8769 0.8669 0.8582 0.8503 0.8430 0.8363 0.8339 0.8237
0.9 0.9455 0.9397 0.9347 0.9303 0.9262 0.9224 0.9L89 0.9154 0.9121
1.0 1.00Q0 1.0000 1.0000 l.cKloo 1.0000 1.0000 1.0000 1.0000 1.0000

0.0
0.1
0.2
0.3
0,4
0.5
0.6
0,7
0.8
0.9
1.0

[

H,

0.0
0.1
0.2
0,3
0.4
0.5
0.6
0,7
0.8
0.9
1.0

Xim = –45° – 40° – 35” – 30° –25° – 20” – 15° –10° –5°
X,,u = 5“ 10” 15° 20° 25” 30° 35° 40” 45°

1—1—l —l— l— l— l—1~

O.0000
0.1224
0.2350
0.3408
0,4416
0.5388
0.6334
0,7262
0.8178
0.9089
1.0000

0.00000.00000.0000‘0.0000‘o.OOOIJo.oOoc’o,ooodo.

1
0.1173 0.1127 0.1086 0.1048 0.1012 0. 0978~0.09440.0911
0.2269 0.2195 0.2127 0.2062 0.2000 0.1940 0.1881 0.182
0.3311 0.3221 0.3135 0.3054 0.2974 0.2896 0.2818 0.273
0.4313 0.4215 0.4122 0.4030 0,3940 0.3850 0.3759 0.366
0.5287 0.5189 0.5094 0.5~10,490610.4811 0.4713 0.461
0.6241 0.6150 0.6060 0.59700.58780.578510. 56870.55
0.7182 0.7104 0.7026 0.694610.686510.67790.6689 0.659
0.8119 0.8060 0.8000 0.7938 0.7873 0.7805 0.7731 0.765
0,9056 0.9022 0,8988 0.8952 0.8914 0.8873 0.8827 0.877
1.0000 I.cnoo 1.0000 1.0000 I.0000 1.0000 1.0000 1,

1

Xim= o“ 5“ 10° 15° 20” 25” 30” 350

j

40”
Xw = 50° 55° 60° 65” 70° 75° 80° 85° 90”

— — — . — — — .

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0
0.0879 0.0846 0.0811 0.0776 0.0738 0.0697 0.0653 0,0603 0.0545
0.1763 0.1661 0.1637 0.1570 0.1497 0.1418 0.1331 0.1231 0.1116
0.2657 0.2573 0.2484 0.2388 0,2284 0.2169 0.2040 0.1891 0.171
0.3569 0.3466 0.3356 0.3237 0,3105 0.2957 0.2788 0.2591 0,235
0.4504 0.4389 0,4264 0.4126 0.3971 0.3794 0.3587 0.3342 0.3045
0.5473 0.5352 0.5218 0.5068 0.4895 0.4694 0.4454 0.4161 0.3799
0.6485 0.6368 0,6234 0,6081 0.5900 0.5682 0,5415 0.5078 0.4646
0.7559 0.7456 0.7336 0.7194 0,7020 0.6802 0.6521 0.6147 0.5642
0.8717 0.8648 0.8565 0.8461 0.8327 0.8145 0.7889 0.7508 0.692
1.0000 1.0000 I.0000 1:0000 1.0000 1.0000 1.0000 1.0000 1.
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TABLE A.2.—o; AS A FUNCTION OF H, — (Cont.)
AXi = 60°
b

H~
Xirn = ’90° –85° –80” – 75° – 70° –65° -60° – 55° – 50°
X;M = –30° –25” –20° – 15° – 10° –5° 0° 5“ 10”

— — — — .
h14-

0.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.1 0.3032 0.2524 0.2166 0.1910 0.1722 0.1579 0.1465 0.1373 0.1295
0.2 0.4307 0.3863 0.3517 0.3243 0.3024 0.2843 0.2691 0.2561 0.2447
0.3 0.5298 0.4917 0.4605 0.4347 0.4129 0.3943 0.37s0 0.3637 0.3507
0.4 0.6145 0.5823 0.5551 0.5319 0.5118 0.4941 0.4782 0.4638 0.4506
0.5 0.6902 0.6635 0.6406 0.6206 0.6029 0.5869 0.5723 0.5588 0.5462
0.6 0.7595 0.7384 0.7199 0.7034 0.6885 0.6749 0.6622 0.6503 0.6389
0.7 0.8243 0.8085 0.7944 0.7817 0.7701 0.7592 0.7490 0.7392 0.7297
0.8 0.8855 0.8750 0,8655 0.8568 0.8487 0.8411 0.8338 0.8267 0,8197
0.9 0.9439 0.9386 0.9338 0.9293 0.9251 0.9211 0:9172 0.9133 0.9095
1,0 1.0000 1.0000 1,0000 1.0000,1,0000 I.0000 1.0000 1.000o 1.0000

Xi~ = ’45” –40° -35° -30” / -25° -20” -15° -10°
Hk

Xi.11 = 15” 20° 25° 30” 35” 40° 45° 50° 55°

0.0 0.0000 0.0000 0.0000 0.000o 0.0000 0.0000 0.0000 0.0000 0.
0.1 0.1229 0.1170 0.1118 0.1070 0.1026 0.098$0.09440.0905 0.0867
0.2 0.2346 0.2254 0.2169 0.2090,0.2015 0.19430.187310.1803 01733
0.3 0.3389 0.3279 0.3176 0.3077 0.2982 0 .2888~0.279610.27030.2608
0.4 0.4382 0.4265 0.4153 0.4044 0.3936 0.3829 0.3721 0.3611 0.3497
0.5 0.5341 0.5225 0.5112 0.5000 0.4888 0.4775 0.4659 0.4538 0.4412
0.6 0.6279 0.6171 0.6064 0.5957 0.5847 0.5735 0.5618 0:5494’0.5362
0.7 0.7204 0.7112 0.7018 0.6923 0.6824 0.6721 0.6611 0.6493 0.6363
0.8 0.8127 0.8057 0.7985 0.7910 0.7831 0.7746 0.7654 0.7553 0.7439
0.9 0.9056 0.9016 0.8974 0.8930 0.8882 0.88300,8771 0.87050.8627
1.0 I.0000 1.0000 1.0000 1.0000 I. OOOcll.oooo 1.0000 1.000@sloo

Hk

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

X,m= 0° 5° 10° 15° 20° 25° 30°
Xi~ = 60° 65° 70° 75° 80° 85° 90°

0.0000 0.0000 0.0000 0.000o 0.0000 0.0000 0.0000
0.0828 0.0789 0.0749 0.0707 0.0662 0.0614 0.0561
0.1662 0.1589 0.1513 0.1432 0.1345 0.1250 0.1145
0.2510 0,2408 0.2299 0.2183 0.2056 0.1’3150.1757
0.3378 0.3251 0.3115 0.2966 0.2801 0.2616 0.2405
0.4277 0.4131 0.3971 0.3794 0.3594 0.3365 0.3098
0.5218 0.5059 0.4882 0.4681 0.4449 0.4177 0.3855
0.6220 0.6057 0.5871 0.5653 0.53950.5083 0.4702
0,7309 0.7157 0.6976 0.6757 0.648310.61370.5693
0.8535 0.8421 0.8278 0.8090 0.783410.74760.6968
1.0000 I.OQOOI.0000 I.0000 1.00001.0000 1.0000
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TABLE A.2.—8, AS A hNCTION OF H,— (Cd.)
Axi = ’70°

H~
xi. = –90°
Xw = –20°

0.0 0.0000
0.1 0.2986
0.2 0.4247
0.3 0.5231
0.4 0.6077
0.5 0.6836
0.6 0.7537
0.7 0.8194
0.8 0.8819
0.9 0.9419
1,0 1.0000

H,

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

X;. = ’50°
xiAf = 20°

0.0000
0.1294
0.2430
0.3472
0.4452
0.5394
0.6313
0.7222
0.8131
0.9053
1.0000

X,m = –10°
XW = 60°

0.0000
0.0858
0.1709
0.2563
0.3431
0.4322
0.5251
0.6236
0.7308
0.8521
1.0000

–85” –80° – 75° –70° –65° -60” – 55”
– 15° – 10° – 5° 0° 5° 10° 15°

. —

O.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.2530 0.2193 0.1942 0.1750 0.1600 0.1479 0.1379
0.3847 0.3522 0.3257 0.3037 0.2851 0.2692 0.2553
0. 4*5 0.4592 0.4341 0.4124 0.3934 0.3764 0.3611
0.5782 0.5525 0.5299 0.5097 0.4915 0.4749 0.4596
0.6591 0.6372 0.6175 0.5997 0.5832 0.5678 0.5533
0.7339 0.7161 0.6997 0.6846 0.6704 0.6569 0.6439
0. 8Q45 0.7908 0.7781 0.7661 0,7547 0.7437 0.7328
0.8718 0.8625 0.8537 0.8453 0,8371 0.8291 0,8211
0.9368 0.9320 0.9274 0.9230 0.9186 0.9142 0,9098
I.0000 1.0000 1,0000 1.0000 1.0000 1.0000 1.0000

–45° –40° –35° –30° –25° – 20° – 15°
25” 30° 35° 40° 45° 50° 55°

— —

O.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0,0000
0.1221 0.1156 0.1098 0.1045 0.0995 0.0947 0.0902
0.2320 0.2218 0.2124 0.2036 0.1951 0.1869 0,1789
0.3342 0.3221 0.3105 0.2994 0.2886 0.2778 0,2672
0.4316 0.4186 0.4059 0.3935 0.3811 0.3687 0.3561
0.5260 0.5129 0.5000 0.4871 0.4740 0.4606 0.4467
0.6189 0.6065 0.5941 0.5814 0.5684 0.5548 0.5404
0.7114 0.7006 0.6895 0,6779 0.6658 0.6528 0.6389
0.8049 0.7964 0.7876 0.7782 0.76843 0.7570 0.7447
0.9005 0,8955 0.8902 0.8844 0.8779 0.8706 0.8621
1.0000 1,0000 1.0000 1.0000 I.000o 1.0000 1.0000

–5° 0° 5° 10° 15° 20”
65” 70° 75° 80° 85° 90”

— —

O.0000 0.000o 0.0000 0.0000 0.0000 0.0000
0.0814 0.0770 0.0726 0.0680 0.0632 0.0581
0.1629 0.1547 0.1463 0.1375 0.1282 0.1181
0.2453 0.2339 0.2219 0.2092 0.1955 0,1806
0.3296 0.3154 0.3003 0.2839 0.2661 0.2463
0.4168 0.4003 0.3825 0.3628 0.3409 0,3164
0.5085 0.4903 0.4701 0.4475 0.4218 0,3923
0.6066 0.5876 0.5659 0.5408 0.5115 0,4769
0.7149 0.6963 0.6743 0.6478 0.6153 0.5753
0.8400 0.8250 0.8058 0.7807 0. 747(I 0,7014
1.0000 1.0000 1.0000 1,0000 1.0000 1,0000
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TABLE A.2,—e, AS A FUNCTION OF H, — (Cont.)
Ax; = 80°

0.0
0.1
0.2
0.3
0,4
0.5
0.6
0.7
0.8
0.9
1.0

Xi. = ’90°
X;M = ’10°

0.0000
0.2932
0.4176
0,5154
0.5997
0.6758
0.7465
0.8133
0.8774
0.9394
1.0000

H, I ~:: -50°
, 30°

0.0 0.0000
0.1 0.1281
0.2 0.2393
0.3 0.3410
0.4 0.4369
0.5 0.5294
0.6 0.6204
0.7 0.7113
0.8 0.8036
0.9 0.8991
1.0 1.0000

Hk
x,. = –lo
X,M = 70

* —

0.0 0.0000
0.1 0.0803
0.2 0.1601
0.3 0.2404
0.4 0.3221
0.5 0.4065
0.6 0.4953
0.7 0.5910
0.8 0.6976
0.9 0.8241
1.0 1.0000

–85° – 80° –75° –70° –65° –60° –55°
–5” 0° 5“ 10° 15° 20° 25”

0.0000 0.0000 0.0000 0,0000 0.0000 0.0000 0.0000
0.2517 0.2198 0.1952 0,1759 0.1604 0.1478 0.1372
0.3809 0.3502 0.3244 0.3024 0.2835 0.2670 0.2524
0.4832 0.4552 0.4307 0.4090 0.3896 0. 3720~0.3559
0.5720 0.5472 0.5250 0.5047 0.4860 0.4686 0,4524
0.6525 0.6313 0.6117 0.5935 0.5764 0.5601 0.5446
0.7276 0.7100 0.6936 0.6779 0.6630 0.6485 0.6344
0.7988 0.7852 0.7722 0.7596 0.7474 0.7354 0.7234
0.8675 0.8580 0.8488 0.8399 0.8310 0.8220 0.8130
0.9343 0.9294 0.9245 0.9197 0.9148 0.9098 0.9046
1.0000 1.000o 1.0000 1,0000 I,moo 1.0000 1.0000

–45” –40° –35° – 30° –25° – 20° –15°
35° 40° 45” 50° 55° 60° 65°

,__

O.0000 0.0000 0.0000 0,0000 0.000o 0.0000 0.0000
0.1202 0.1132 0.1068 0.1009 0.0954 0.09021 0.0852
0.2274’ 0.2164 0.2062 0.196410.1870 0.1780t 0.1690
0.3270 0.3138 0.3010 0.2887 0.2766 0.2646 0,2526
0.4221 0.4077 0.3936 0.3796~ 0.3656 0.3515 0 3370
0.5145 0.5000 0.4855 0.4706 0.4554 0.4399 0.4236
0.6064 0.5923 0.5779 0.5631 0.5476 0.5314, 0 5140
0.6990 0.6862 0.6730 0.6590 0.6441 0.6280, 0.6104
0.7938 0.7836 0.7726 0.7607~ 0.7476 0.7330 0.7165
0.8932 0.8868 0.8798 0.8719 0.8628, 0,8522 0.8396
1,0000 I.0000 I.000o 1.0000 1.000C, 1.000Q 1.0000

– 5“ 0° 5° 10”
75° 80° 85° 90”

0.0000 0.0000 0.0000 0.000c
0.0755 0.0706 0.0657 0.0606
0.1512 0.1420 0.1325 0.1226
0.2278 0.2148 0.2012 0.1867
0.3064 0.2900 0.2724 0.2535
0.3883 0.3687 0.3475 0.3242
0.4750’ 0.4528 0.42801 0.400
0.5693 0.5448 0.5168’ 0.4846
0.6756 0.6498 0.6191 0.5824
0.8048 0. 7MJ2 0.7483 0.7068
1.0000 1.0000 1.0000 1.0000

J
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TABm A.2.—o; AS A FUNCTION OF Hk — (Cod.)
AX~ = 90°

H,
xi. = – 90° – 85” – 80. –75’= _70. –65° – 60° –55” –50” – 45”

, x,x = o“ 5“ 10° 15° 20° 25° 30° 35° 40° 45°

l—l l—l—l—l—l—l—l—l—l—l
0.0
0.1
0.2
0.3
0.4
0.5
0,6
0.7
0.8
0,9
1.0

0.0000
0.2871
0.4097
0.5064
0.5903
0.6667
0.7380
0.8060
0.8718
0.9362
1.0000

0.0000‘0,0000 O.00000.0000 0.0000 0.0000 O.0000().0000 O.0000
0.2488 0.2185 0.1944 0.1751 0.1593 0.1462 0.13520.1256 0.1172
0.3754 0.3460 0.3207 0.2988 0,2797 0.2627 0,247510.2337().2211
0.4760 0,4490 0.4249 0.4031 0.3833 0.3651 0.3482 0.3324 0.3174
0. 5639/0.5397 0.5175 0.4969 0.4777 0.4596 0.4423 0,4257 0.4097
0.6441 0.6230 0.6033 0.5846 0.5667 0.5495 0,5328 0,5163 0,5000
0.7194 0.7018 0.6849 0.6685 0.6527 0.6371 0.6216 0.6061 0,5903
0.7916 0,7776 0.7641 0.7507 0.7375 0.7242 1),71070.6969 0.6826
0.8618 0,8519 0.8422 0,8324 0.8225 0.8123 0,8018 0.7907 0.7789
0.9310 0.9257 0.9204 0,9150 0,9094 0.9034 0,8971 0.8903 0.8828
1,0000 1.0000 1.0000 1.0000 1.0000 1,0000 1,0000 1,0000,1.0000

~ I ( I 1 I { I I I I J

X<m= –40° – 35” – 30° –25” – 20” –15” –10” – 5“ 0“
‘k Xl,lf = 50° 55° 60° 65° 70° 75° 80° 85° 90”

— . — . — .

0.0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0,0000 0.0000 0.0000
0.1 0.1097 0.1029 0.0966 0.0906 0.0850 0.0796 0,074310.0690 0.0638
0.2 0.2093 0.1982 0.1877 0.1775 0.1676 0.1578 0.1481 0.1382 0.1282
0.3 0.3031 0.2893 0.2758 0.2625 0.2493 0.2359 0,2224 0.2084 0,1940
0.4 0.3939 0.3784 0.3629 0.3473 0.3315 0,3151 0.298210.2806 0,2620
0.5 0.4837 0.4672 0.4505 0.4333 0.4154 0.3967 0.3770 0.3559 0.3333
0.6 0.5743 0.5577 0.5404 0.5223 0.5031 0.4825 0.4603 0.4361 0.4097
0.7 0.6676 0.6518 0.6349 0.6167 0.5969 0.5751 0.5510 0.5240 0.4936
0.8 0.7663 0.7525 0.7373 0,7203 0,7012 0.6793 0,654010.62460,5903
0.9 0.8744 0.8648’0,8538 0.8407 0.8249 0,8056 0,781510.75120.7129
1.0 1.0000 1.0000 1.0000 1.0000 l.lxloo 1,0000 1,0000 1.0000 1,0000

AX; = 100”

Hk
x;.= –90° –85° –80” – 75” – 70” – 65° – 61)0 – 55” –50” ;
X,M = 10° 15” 20” 25° 30° 35° 40” 45° 50” ~

0.0 0.0000
—l— —l— — — —

O.0000o.OOOqo,ooQoO.00000.0000 o. Ooooo.OOOoo.oo(i~
0.1 0.2804 0.2446’0.21560.1920 0.1728 0,156810.1434‘O.1320~0.1221,
0.2 0.4007 0.3682 0.3399!0.3151 0.2933 0,2739 0.2565 0.24080,22641
0.3 0.4962 0.4671 0.4407 0.4168 0.3948 0.3746 0.3558 0.338210.3216
0.4 0.5796 0.5538 0.5300 0.5076 0.4866 0.4667 0.4478 0.4296 0.4119
0.5 0.6559 0.6337 0,6125 0.5924 0.5730 0.5542 0.5359 0.5179 0.5000
0.6 0.7279 0.7093 0.69120.6737 0.6565 0.6395 0,6225 0.6054 0.5881
0.7 0.7972 0.7824 0.7679!0.75350.7390 0.7245 0.7096 0,6943 0.6784
0.8 0.8650 0.8545 0,8440 0.8333 0.8224 0.8111 0.7994 0,7869 0.7736
0.9 0.9323 0.9266 0.9208 0.9148 0.9086 0,9019 0.8947 0,8868 0,8779
1.0 1,0000 1.0000 1.0000 1.0000 1.0000 1,0000 1.0000 1.0000 1,0000

-!
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TABLE A.2.—& AS A FUNCTION OF H~ — (Cont. )
Axi = 100°

H,
Xi. = ’45° –40° – 35° – 30° – 25° –20° f – 15° – 10°
X,~ = 55” 60° 65° 70° 75° 80” 85” 90°

— — . — . . .

0.0 0. Oooo 0.0000 0.000o 0.0000 0.0000 0.0000 0.0000 0.000C
0.1 0.1132 0.1053 0.0981 0.0914 0.085210.0792 0.0734 0.0677
0.2 0.2131 0.2006 0.1889 0.1776 0.1667 0.1560 0.1455 0.1350
0.3 0.3057 0.2904 0.2755 0.2610 0.2465 0.2321 0.2176 0.2028
0.4 0.3946 0.3775 0.3605 0.3435 0.3263 0.3088 0.2907 0.2721
0.5 0.4821 0.4641 0.4458 0.4270 0.4076 0.3875 0.3663 0.3441
0.6 0.5704 0.5522 0.5333 0.5134 0.4924 0.4700 0.4462 0.4204
0.7 0.6618 0.6442 0.6254 0.6052 0.5832 ‘o. 5593 0.5329 0.5038
0.8 0.7592 0.7435 0.7261 0.7067 0.6849 06601 0.6318 0.5993
0.9 0.8680 0.8566 0.8432 0.8272 0.8080 0.7844 0.7554 0.7196
1.0 1.0000 p.oOOo 1.0000 1.0000 l.oln)o 1.0000 1.0000 1.0000

AX; = 110°

—
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

xi. = –90°
X,.u = 20°

0.000o
0.2730
0.3907
0.4847
0.5673
0.6436
0.7161
0.7866
0.8566
0.9272

1.0 ~ 1,0000

[

H,

0.0
0.1
0,2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Xim = –50°
X,~ = 60°

0.ooOo
0.1175
0.2174
0.3087
0.3954
0. 4&36
0.5664
0.6556
0.7514
0.8605
I.000o

–85” – 80” – 750 –70° – 65” – 60° – 55°
25° 30° 35° 40° 45” 50° 55°

. —

0.0000 0.0000 0.000o 0.0000 0.000o 0.0000 0.0000
0.2392 0.2113 0.1883 0.1692 0.1531 0.1395 0.1278
0.3597 0.3322 0.3077 0.2859 0.2663 0.2486 0.2324
0.4565 0.4305 0.4066 0.3845 0.3638 0.3444 0.3261
0.5420 0.5181 0.4955 0.4740 0.4534 0.4336 0.4143
0.6212 0.5998 0.5790 0.5588 0.5390 0.5194 0.5000
0.6970 0.6783 0.6598 0,6415 0.6231 0.6046 0.5857
0.7712 0.7557 0.7401 0.7243 0.7081 0.6913 0.6739
0.8453 0.8338 0.8219 0.8095 0.7964 0.7826 0.7676
0.9210 0.9144 0.90741 0.8998 0,8916, 0.88251 0.8722
I.000o 1.0000 1.000o~ l,ml 1,0000 1.0000 1.0000

–45° –40” – 35° – 30° –25° – 20°
65° 70° 75° 80” 85° 90”

0.OOOO 0.0000 0.0000 0.0000 0.0000 0.0000
0.1084 0.1002 0.0926 0.0856 0.0790 0.0728
0.2036 0.1905 0.1781 0.1662 0.1547 0.1434
0.2919 0.2757 0.2599 0.2443 0.2288 0.2134
0.3769 0.3585 0.3402 0.3217 0.3030 0.2839
0.4610 0,4412 0.4210 0.4002 0,3788 0.3564
0.5466 0,5260 0.5045 0.4819 0.4580 0.4327
0.6362 0.6155 0.5934 0.5695 0.5435 0.5153
0.7337 0.7141 0.6923 0.6678 0.6403 0,6093
0.8469 0.8308 0,8117 0.7887 0.7608 0.7270
1.0000 l.oOoc, 1.Oooo 1.0000 1.00001 1.0000
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TABLE A.2.—tIi ASA Fu~cmo~ OF Hk — (C*.)
Axi ~ 120°

331

H,

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

x,m= –90”
X1.u= 30°

0.0000
0.2649
0.3798
0.4719
0.5535
0,6294
0.7022
0.7739
0.8461
0.9207
1.0000

H,
x,. = –55”
X,~ = 65°

0.0 0,0000
0.1 0,1226
0.2 0,2225
0.3 0.3121
0.4 0.3966
0.5 0,4792
0.6 0,5624
0.7 0.6489
0.8 0.7428
0.9 0.8517
1.0 1,0000

Axi e 130°

H,
X,m = –90°
X,M = 40”

0.0 0.0000
0.1 0.2562
0.2 0,3678
0.3 0.4579
0.4 0.5381
05 0.6132
0.6 0.6860
0.7 0.7586
0,8 0.8332
0.9 0.9122
1.0 1.0000

–85°

35”

0.0000
0.2329
0.3498
0.4443
0.5283
0.6067
0.6824
0.7574
0.8337
0.9135
1.0000

– 80°
40°

0.0000
0.2059
0.3230
0.4186
0.5042
0.5846
0,6627
0,7407
0.8208
0.9057
1.0000

–50° –45”
70” 75”

0.ooOo 0.0000
0.1121 0,1027
0.2071 0.1928
0.2939 0.2763
0.3766 0.3569
0.4582 0.4370
0.5410 0.5188
0.6278 0.6054
0.7230 0.7012
0.8356 0.8167
1.0000 1.0000

–75”
45”

0.000o
0.1833
0.2988
0.3946
0.4812
0.5630
0.6431
0.7237
0.8072
0.8973
1.000o

–40°
80°

0.0000
0.0943
0.1792
0.2593
0.3373
0.4154
0.4958
0.5814
0.6770
0.7941
1.0000

–85° –800

45” 50°

0.0000 0,0000
0.2256 0.1995
0,3388 0.3124
0,4306 0.4049
0.5128 0.4882
0.5899 0,5671
0.6652 0.6444
0.7408 0.7226
0.8192 0.8044
0.9036 0.8940
1.0000 1,0000

–70”
50°

0,0000
0.1644
0.2770
0.3722
0.4590
0,5418
0.6234
0.7061
0.7929
0.8879
1,00Q0

–35°
85”

0.000o
0.0865
0.1663
0.2426
0.3176
0.3933
0.4717
0.5557
0.6502
0.7671
1.0000

–75°
55°

0.Oooo
0.1774
0.2884
0.3808
0.4647
0,5446
0.6233
0.7037
0.7886
0.8834
1.0000

.—

–65”
55”

0.0000
0.1483
0.2572
0.3511
0.4376
0.5208
0.6034
0.6879
0.7775
0.8774
1.0000

– 30°
90°

0.000o
0.0793
0.1539
0.2261
0. 297&
0.3706
0.4465
0.5281
0.6202
0.7351
1.0000

– 70°
60°

0, Oooo
0.1586
0.2666
0.3580
0.4419
0.5222
0.6020
0.6841
0.7717
0.8713
1.0000

– 60°
60°

0.000o
0,1346
0.2391
0.3311
0.4169
0.5000
0.5831
0.6689
0.7609
0,8654
1.0000

–65°
65°

0.0000
0.1425
0.2466
0,3365
0.4197
0.5000
0.5803
0.6635
0.7534
0.8575
I,oooo
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T-m A.2.—& AS A FUNCTION OF H, — (Cwt.)
Axi = 130°

Hk

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

Xi. = –60°
X,M = 70°

0.0000
0.1287
0.2283
0.3159
0,3980
0.4778
0.5581
0.6420
0,7334
0.8414
1,0000

AX; = 140”

H,

0,0
0,1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0,9
1.0

xi.= –90°

XiJf = 50°

0.0000
0,2470
0.3550
0,4425
0,5209
0.5949
0.6673
0.7405
0.8170
0.9008
1.Oooo

– 55”
75°

0.0000
0.1166
0.2114
0.2963
0.3767
0.4554
0.5353
0.6192
0.7116
0.8226
1.0000

– 50°
80°

o.oOoc
0.1060
0.1956
0.2774
0.3556
0.4329
0.5118
0.5951
0.6876
0.8005
1,0000

–85°

55°

0.0000
0.2174
0.3265
0,4154
0.4952
0,5708
0.6452
0.7210
0.8010
0.8901
1.0000

–45°
85°

0.0000
0.0964
0.1808
0.2592
0.3348
0.4101
0,4872
0,5694
0.6612
0,7744
1,0000

–40”
90”

0.0000
0.0878
0.1668
0,2414
0.3140
0.3868
0.4619
0.5421
0.6322
0.7438
1.0000

– 80”

60”

0,0000
0.1921
0,3005
0,3897
0.4704
0.5471
0.6230
0.7008
0.7838
0,8780
1.0000

H, IXim = –65° I –(jooI –55°
X,,u = 75” 80° 85°

0.0 0,0000 0.0000 0.0000
0.1 0.1359 0,1220 0.1099
0.2 0.2348 0.2162 0.1990
0.3 0.3203 0.2992 0.2790
0.4 0.3996 0.3770 0.3548
0,5 0.4765 0.4529 0.4292
0,6 0.5538 0,5296 0.5048
0.7 0.6346 0.6103 0.5846
0.8 0.7233 0.6995 0.6735
0.9 0.8296 0,8079 0,7826
1,0 1,oooo 1.000o 1.0000

– 75”
65°

0,Oooo
0.1704
0.2767
0.3654
0.4462
0.5235
0,6004
0,6797
0.7652
0.8641
1.0000

–500

90°

0,0000
0.0992
0.1830
0.2595
0.3327
0.4051
0.4791
0.5575
0.6450
0.7530
I.000o

—
–70”

70°

0.000o
0.1518
0.2549
0.3423
0.4226
0.5000
0.5774
0.6577
0.7451
0.8482
1.0000
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PROPERTIES OF THE THREE-BAR-LINKAGE NOMOGRAM

Thk appendix includes a mathematical discussion of the contours of
the three-bar-linkage nomogram, and a table of curve coordinates for use
in the construction of a nomogram suitable for accurate work. The
nomogram itself appears as Fig. B.1, in a folder in the back of the book.

B-l. Contours of Constant h-In the (p, q)-plane the contours of con-
stant b are given by Eq. (5.44):

(1)q = COS–l(cosh p – &MP).

Since the function COS-lz is multiple valued, q is a multiple-valued
function of p, for any given b. If (p, q) is a point on the contour of con-
stant b, so is (p, ~ q f 2hr), for any integral value of k. When b >0,

these points all fall on a single continuous contour; when b <0, the
contour consists of a system of isolated closed curves. In any case the
complete contour has an iniinite set of horizontal axes of symmetry:

~ = kr, }= 0,+1,+2,”””. (2)

Other symmetry properties depend upon the sign of b.

Contours for b <0 have a vertical axis of symmetry. When b <0,

l–e~>O, (3)

and one can define a real constant T by

T=–~ln(l– e*), (4a)
e–27 = 1 — e2b. (4b)

In terms of the parameter T, Eq. (1) becomes

~ = COS-I[e-~ cosh (p + T)]. (5)

Thus q(p, b) is unchanged by change of sign of p + T; the contour is
symmetric to reflection in the vertical line

p=– T= Jln(l– e%). (6)

The contours of constant b >0 have no vertical axis of symmetry; the

above argument does not apply because T as defined by Eq. (4) is no
longer real. One can, however, define a real parameter t by the relation



334 APPENDIX B

In terms of the parameter t, Eq. (1) becomes

~ = COS-L[e-’ sinh (p + t)]. (8)

Change in sign of (p + 1) changes the sign of the argument on the right;
q can then be replaced by (2k + 1)~ – q, where k = O, f 1, +2, . . .
It follows that the contours of constant b >0 have an infinite sequence of
centers of symmetry at

pk = –~ = *ln (e’b – 1),

?k = (k + +)7r, k=o, +1, +2,.... )
(9)

The limiting contour, b = O, has no vertical axis or center of symmetry
except at infinity. Its equation is

q = COS–l(+ep). (lo)

This curve intersects the axis q = O at p = in 2, and has no points for
which p > in 2. It has horizontal asymptotes

q = of+ 4)T, k= O?l, &2,.... (11)

B02. Contours of Constant X.—To study the contours of constant X
it is necessary to eliminate b from Eq. (1) and Eq. (5.45):

p=~ln(2cos X+2coshb)+~b. (12)

These equations may be rewritten in an interesting and symmetrical
form:

2 cos q = e’ + e-p(l – ezb), (13)
–2cos X = eb+e-(l – e“). (14)

Substitution into Eq. (14) of d, as given by Eq. (13), leads to the relation

er’cos q-l
Cos x = (1 + e’p – 2eP cos q)~$”

An equivalent but simpler relation,

cos q — e–p
cot x =

sin q ‘
(sin q sin X > O)

(15)

(16)

follows from this by trigonometric rearrangement.
For the analysis at hand it is convenient to rewrite Eq. (16) as

sin X cos q — sin ~ cos X = sin Xc–p, (17)

or
sin (X — q) = sin Xc–p, (sin q sin X > O). (18)

As noted, only that portion of this curve is to be considered for which
sin q has the same sign as sin X.
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Let O < X, < 180”. The contour for which X = XO must lie only
in the region for which sin q, like sin Xo, is positive. This contour is
then

sin (XO — q) = S* XOe-p, (sin q > O). (19)

On the other hand, the contour X = X, – 180” must lie only in the
region for which sin q, like sin (XO — 180°), is negative; it is the cent our

sin (XO — 180°– TI)= sin (XO – 180°)e–P, sin q <0 (20a)

or
sin (XO — q) = sin xoe-~, (sin q < O). (20b)

These two contours join smoothly at the origin, forming a continuous
curve which approaches the horizontal asymptotes q = XO and

~ = XO – 180°

asp+~.
Since sin XO >0, we may write the complete curve for any XO as

sin (XO — q) = e–(filn&x”). (21)

This is the curve

cos q = e–p, (22)

translated upward by

Aq = XO – 90”, (23)

and to the left by

Ap = – in sin XO. (24)

Thus, all of the curves defined by Eq. (21) have the same form, what-
ever the value of XO. Equation (22) gives directly the form of the curve
for XO = 90°, consisting of the contours X = 90° and X = – 90°.

It will be noted that Eq. (22) differs from Eq. (10) only by a reflection
in a vertical line and a translation parallel to the paxia. It follows that the
two contours X = XO and X = XO – 180° form (for any O < XO < 180°)
a curve of the same form as the contour b = O reflected in a vertical line.

B-3. Explanation of Table B. I.—Table B-l gives the coordinates in
the (p, q)-plane of the intersection of the contours of constant b and the
contours of constant X, for

x = 0°, 5“, 10°, . . 0 , 180°,
#b = –0.50, –0.49, . . . . 0.49, 0.50.

Reading the coordinate pairs from associated vertical columns, one can
plot any contour of constant b; reading them from a single row, one can
plot any contour of constant X.
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TABLE B.1.—COORDINATES OF POINTS ON THE THREE-BAR-LINKAGE

NOMOGRAM — (Cont.)
—

pb = –0.38 –0,37 –0.36 –0.35
I

–0.34 –0.33

x,
de-

grees

0
5

10
15
20
25
30
35
40
45
50
55
60
65
70
75
30
85
90
95

100
105
110
115
120
125
130
135
140
145
150
155
160
165
170
175
180

7s 7. 73 n! ?, ?!

tp + 10 de- PP + 10 de- *P + 10 de- PP + 10 de- PP + 10 de- !JP+ 10 de-
g.ees greea g,ee9 g,ees g.ees g,ees

. — — . . . .

0.1513 0.00 10.1543 0.00 10,1573 0.00 10.1604 0.00 10.1635 0.00 10.1667 0,00
0.1509 1.47 10.1540 1.49 10.1570 1.52 10.1601 1.54 10.1631 1.57 10.1662 1.59
0.1499 2.94 10,1529 2.99 10.1559 3.03 10.1590 3.08 10.1621 3.13 10.1652 3.18
0.1482 4.40 10.1511 4,47 10.1541 4,54 10,1572 4.62 10.1603 4.69 10,1634 4,77
0.1458 5,85 10.1486 5.95 10.1517 6.04 10,1547 6.14 10,1578 6.24 10.1609 6.34
0.1427 7.29 10.1455 7.41 10.1485 7.53 10.1515 7.65 10.1546 7.78 10.1577 7.90
0.1389 8.71 10,1417 8.85 10.1446 9.00 10.1476 9.15 10.1506 9.30 10.1537 9.45
0.1344 10.11 10,1371 10.28 10.1400 10.45 10.1429 10.62 10.1459 10.8O10.1489 10.98
0.1292 11.48 10.1318 11.68 10.1347 11.87 10.1375 12.07 m. 1405 12.28 10.1434 12.48
0.1232 12.8310.1258 13.05 10.1286 13.27 m. 1314 13.50 10.1343 13.73 10.1371 13.96
0.1165 14.1410.1191 14.38 10.1217 14.63 10.1245 14.89 10.1273 15.14 10.1301 15.40
0,1090 15,41 10.1116 15.6810.1141 15.96 10.1168 16.24 10.1194 16.52 10.1222 16.81
0.1008 16,6310.1032 16.9310.1057 17.24 10.1082 17.5510.1108 17.86 10.1135 18.17
0 0918 17.8110.0941 18.14 10.0965 18.47 10.0989 18.8110.1014 19.15 10.1040 19.49
0,0820 18.92 10.0842 19.28 10,0865 19.64 10.0888 20.01 10.0912 20.38 10.O936 20.75
0.0714 19.97 10.0734 20,36 10.0756 20.75 10.0778 21.14 10.0800 21.54 10.0823 21.95
0.0600 20.95 10.0620 21.36 10.0639 21.78 10.0659 22.21 10.0680 22.64 10.0701 23.08
0.0478 21.84 10.0495 22.28 10.0513 22.73 10.0531 23.19 10.0550 23.65 10.0570 24.12
0,0348 22.63 10.0363 23.10 10.0379 23.58 10.0395 24.07 10.O412 24.56 10.0429 25.07
0.0209 23.31 10.0222 23.82 10.0235 24 33 1o.0249 24.84 10.0264 25.37 10.0279 25.91
0.0062 23,87 10.0072 24.40 10.0083 24.94 10.0094 25.5o 10.0106 26.06 10.0119 26.63
9.9907 24,29 9.9914 24,85 9.9922 25.42 9.9930 26.01 9.9939 26.60 9.9949 27.20
9.9744 24.55 9.9748 25,14 9.9752 25.74 9.9757 26.35 9.9763 26.98 9.9769 27.62
9.9573 24,64 9.9573 25.25 9.9574 25.88 9.9575 26.52 9.9576 27.18 9.9578 27.85
9.9395 24.52 9.9391 25.15 9.9387 25.81 9.9384 26.48 9.9380 27.16 9.9378 27.87
9.9212 24.17 9.9202 24.83 9.9194 25.50 9.9186 26.19 9.9177 26.91 9.9170 27.64
9.9024 23.57 9.9009 24.24 9.8995 24.93 9.8981 25.64 9.8967 26.37 9.a953 27.13
9.8834 22.68 9.8813 23.36 9.8792 24.06 9.8771 24.78 9.8751 25.53 9.8730 26.30
9.8642 21.49 9.8615 22.16 9.8588 22.86 9.8560 23.58 9.8532 24.33 9.8505 25.10
9.8454 19.96 9.8421 20,61 9.8386 21.29 9.835o 22.00 9.8314 22.74 9.8279 23.50
9.8274 18.07 9.8233 18.69 9.8190 19.34 9.8147 20.01 9.8102 20.72 9.8057 21.46
9.8107 15.s1 9.eo57 16.38 9.80Q7 16.97 9.7955 17.60 9.7902 18.25 9.7847 18.94
9.7958 13.19 9.7899 13.69 9.7842 14.20 9.7781 14.75 9.7719 15.33 9.7655 15.93
9.7831 10,24 9.7768 10.64 9.7703 11.05 9.7637 11.49 9.7566 11.96 9.7493 12.45
9.7737 7.00 9.7669 7.28 9.7598 7.57 9.7526 7.88 9.7450 8.21 9.7370 8.56
9.7678 3.56 9.7606 3.70 9.7532 3.85 9.7455 4.01 9.7375 4.18 9.7285 4.37
9,7658 0.00 9.7585 0.00 9.7509 0.00 9 7430 0.00 9.7347 0.00 9.7261 0 00
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TABLE B1. -COORDINATES OF POINTS ON THE THREE-BAR-LINKAGE

NOMOGRAM — (ConL)

pb- –0.26 I —0.2,3 I –0,24 I –0.23 I –0.22 I --0,21

x,
de-

&r*

.—

(
:

1(
15

2C
2E
3G
35
40
45
50
55
60
65
70
75
80
85
90
95

100

105
110

115
120

125

130

135
140

146
154

155

160

165

170

176

180

I I 1“ I ‘- I
..

I I
v, v. v. 73 v, 71

*P + 10 de- Itp + 10 de- pp + 10 de- *P + 10 de- Mp+ 10 de- Wp+ 10 de-
grees green grew grees grees grees

—— — . . . . . . . . . __

10.1902 0.00 10,1938 0.00 10.1974 0.00 10,2011 0.00 10.2048 0,00 10,2086 0,00
10.1898 1.77 10.1935 1.80 10.1970 1.83 10.2006 1.85 10,2045 1.88 10.2082 1,91
10.1886 3.54 10.1923 3.60 10.1959 3.65 10.1995 3.70 10.2033 3,76 10,2071 3,31
[0. 1868 5,31 10,1903 5.39 10.1940 5.47 10,1976 5.55 10,2013 5,63 10 2051 5 71
Lo. 1841 7.07 10.1876 7.17 10.1912 7.28 10.1949 7.39 10,1985 7.50 10.2023 7,61

10.1807 8.81 10,1842 8,95 10.1878 9.08 10.1914 9,22 10.1951 9.35 10.1988 9.4’3

:0.1785 10.55 10.1800 10.71 10.1835 10.87 10,1871 11,03 10.1908 11.20 10.1944 11.36

0.1715 12,26 10,1749 12,45 10.1784 12.64 10,1819 12 84 10,1856 13.03 10.1892 13.22

0.1656 13.96 10.1690 14,18 10.1725 14.40 10.1760 14.62 10.1796 14.84 10.1.932 15.07

0.1590 15.63 10.1623 15.843 10.1657 16.13 10.1692 16.38 10.1728 16,63 10.1763 10,89

0.1515 17,28 10,1547 17.56 10.1581 17,84 10,1615 18.12 10.1650 18.40 10,1686 18.69

0.1430 18.89 10.1463 19.30 10.1496 19.51 10,1529 19.83 10.1563 20.14 10,1598 20.46

0.1338 20.47 10.1370 20.81 10.1401 21.16 10.1434 21.50 10.1467 21.85 10,1502 22.20

0.1236 22.01 10.1267 22.38 10.1298 22,76 10,1329 23.14 10.1362 23.52 10.1396 28.91

0,1124 23.49 10.1154 23,90 10.1184 24.31 10.1215 24,73 10,1246 25.15 10.1279 25.67

0 1002 24.93 10.1031 25.37 10.1060 25.82 10.1091 26.26 10,1120 26.73 10.1151 27.19

0.0870 26.29 10,0897 26.77 10.0925 27.26 10.0954 27.75 10.0983 28.24 10.1013 28.74

0.0727 27.58 10.0753 28.10 10.0779 28.63 10.0806 29,16 10.0834 29.70 10.0862 30.24

0.0573 %.79 10.0597 29.351 0.0621 29.92 10.0646 30.49 10.0673 31.07 10. O7O4J 31 66

0.0407 29.90 10.0428 30,501 0,0451 31.11 10,0474 31,73 10,0498 32.36 10 0524 32.99

0.0229 30.89 10.0248 31,541 0.0268 33,191 0.0289 32.86 10,0311 33.53 10.0334 84.22

0. oa37 31.751 0.0054 32.441 0.0071 33.151 0.0089 33.861 0.0108 34,59 10.0128 35.31

9.9833 32.45 Q. 9846 33.20 9.9860 33.95 9.9875 34.72 9,9891 35.50 9.9908 36.29

9.9615 32,97 9.9624 33.76 9.9634 34,57 9.9645 35,39 9,9667 36,23 9,9670 37.08

9.9383 33.27 9,9386 34.12 9.9392 34.98 9.9398 35.86 9.9406 36.75 9.9414 37.67

9.9136 33,32 9.9135 34.21 9.9134 35.13 9.9135 36.07 9,9137 37,03 9.9140 38. o1

9.8875 33.06 0.8867 34.00 9.8859 34,98 9,8854 35,97 9.3849 36,99 9.8846 38.04

9.3600 32,44 Q.8534 33.43 9.8569 34.45 9.8555 35.51 9,8542 36.59 9.8530 37.71

9.8314 31.39 9.8288 32.43 9.8264 33.48 9.8240 34.59 9.8217 35.73 9.8195 36.91

9,8020 29,82 Q,7983 30.38 9.7946 31.98 9,7911 33.12 9.7876 34.31 9.7841 35.65

9.7722 27.67 9.7671 28.73 9,7622 29.84 9,7571 31.00 9.7523 32.21 9.7472 33.49

9.7428 24,82 9.7364 25.86 9.7208 26.94 9.7231 28, o9 9,7165 29.29 9.7096 30.57

9.7130 21,24 9.7069 22.19 9.6986 23,20 9.69o1 24.27 9,6815 25.41 9.6725 26,63

9 6906 16,86 9,6808 17,67 9,6707 18.54 9,6603 19.46 9,6495 20.46 0.6332 21.53

9.6708 11.75 9.6599 12,34 9,6480 12.99 Q.6359 13,68 9.6231 14.43 9.13c07 15.25

9.6582 6.04 9.6459 6.36 9.6333 6.70 9,6197 7,08 9.6052 7,49 9,5905 7.93

9,6537 0,00 9.6411 0.00 9,6279 0.00 9.6140 0.00 9,5993 0.00 9,5887 0,20
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TABLE B.1.—COORDINATEEIOF POINTE ON TEE THREE-BAR-LINKAGE

NOMOGRAM — (Cont.)

341

pb -

x,
de-

sr0e8

0
s

10
15
20
25
80
w
40
4b

50

66
60
66
70
76
60
65
w
06

Ilw
105
110
116
124
125
180
18s
MO
145
lm
153
166
165
170
176
lk)

—

–0.20 -0.19 -0,1.s -0.17 -0.16 –0.15

m! v, v? v, ?,

.P + 10 d- *P+10 de- PP + 10 de- FP + 10 d- IJP + 10 d+ MP + 10 dq:
O’Oed greea al’e=?a greea greed mean

— — — — — . . . — . — —.

10.2124 0.00 10.2163 0.60 10.2203 0.60 10.2243 0.60 10.2264 0.00 10,2325 O.oa
10.2121 1.9a 10.2166 1.96 10.2199 1.99 10.2238 2.02 10.2280 2,04 10.2320 2.o7
10.2109 a.w lo. a147 a.92 10.2189 3.98 10.2227 4.oa 10.2268 4.09 10.2369 4.14
10.ww 6.79 10.2128 5.86 10.2167 5.9G10.2307 6.64 10.2247 6,]a 10.2288 6.21
LO.2001 7.72 10.WW 7.S3 10.2139 7.94 10.2179 8.05 10.2219 S.16 10.2200 8.27
10.2026 o.aa 10.2005 9.77 10.2103 9.91 lo.214a 10.05 10.2183 10.19 10.2224 lo, aa
10.1962 11.62 10.2021 11.70 10.2059 11.87 10, 20U8 12.64 10.2139 12.21 10.2179 12, a8

10.MO la,43 10.1968 13.62 10.2060 la.81 10.2045 14.01 10.2665 14.21 10.2126 14,41

10.1869 15.29 10.1967 15.62 10.1945 15.75 10.1984 15.98 10. 202a 16.21 10.2064 M. 44
[0. 1600 17.15 10,1628 17.41 10.1875 17.66 10.1914 17.92 10.1952 18.19 10.1992 18,45

[0. 1722 la,98 10.1759 19.27 10.1796 19.56 10.1634 19,85 10.1872 20. lb 10,1912 20,44

[0. 1624 20.78 10.1670 21.11 10.1767 21.43 10.1744 21.76 10.1782 22.08 10.1821 22,41
[0. 1526 22. E8 10.1572 22.91 10.1009 2a,27 10.1045 2a, 6a 10.1084 24.06 10.1721 24.36

10.1429 24.26 10.1404 24.69 10.1561 25.09 10.1526 25.46 10.1574 26.68 10,1611 26.28
10.lalz 26,66 10.la46 26.42 10.laal 26.86 10.1416 37.39 10.1452 27.73 10.1490 28.17
[0.1164 27.66 10.1216 28.12 10.1256 26.59 10.1385 29.07 10.la20 29.54 10.1357 ao,02
10,1644 28.25 10.1075 29.76 10.1109 30.27 10.1142 ao.79 10.1177 al,al 10.1212 31.84
10.6W2 20.79 10.0922 al.34 10.6954 al. w 10.OWO 32,46 10.1020 aa.02 10,1054 aa.59
10.0726 a2.25 10.6750 32.85 10.0780 3a.45 10.0817 24.00 10.0649 a4.08 10.0862 35.ao
[0.0549 22,64 10,0576 24,28 10,0665 a4.93 10.6oa4 a5.59 10.6065 36.26 10.0096 a6,9a
10.0258 24,91 10.62a2 a5.61 10,O4OUa6.a2 10,04a6 a7.oa 10.0465 a7.76 10.6494 38.48
10.ollw aO.67~0.0172 36.82 10.0196 37,b910.0221 aa.a6 10,0247 39.16 10.0274 ae.94
9.W26 37.69 9.W45 a7.91 9.W60 a8.73 9.W88 a9,57 10.6612 40.42 10,06ae 41,28
9.3664 a7.95 Q.9700 aa.aa 9.9718 39.72 9.07a6 46.62 9.9757 41.54 9.9778 42.47
0,942.4 aa.oo Q.9426 39.55 9.9449 40.61 9.9463 41.49 9.9479 42.49 9,9497 4a,60
9.91U 39.01 9.91s1 46.62 9.9158 41.07 9,9106 42.la 9.9178 42.22 9.9191 44,a2
0.6642 a9.12 9.8643 46,21 9.6644 41.34 9.6647 42.49 9.8851 43.67 9.8859 44.86
9.8520 26.66 9.8512 40.02 9.8566 41.24 9.8409 42.49 0.&96 43.76 9.8495 45.07
9.8175 aa.la 9.8166 ao.29 9.81a9 40,68 9.812a 42.62 9.allo 43.41 9.8698 44,84
9.7806 20.64 9.7776 66.17 9.7746 a9.56 9.7717 40.W 9.7691 42.48 9,7666 44.oa
9.7424 24.82 9.7a75 20.22 9.7a20 37.67 9.7232 29.20 9.72a9 40.79 9.7197 42.46
9.70W 31.92 O.woo aa.24 9.0892 24.64 0.6824 a6,43 9.67$6 aa.09 9.6692 a9.86
9.6624 27.9a 9.6543 29.al 9.0448 26.79 9.6262 a2.aa 9.6257 34.67 9.6160 a5,86
9.6267 22.09 9.6147 za. 94 9.0622 25.26 9.5896 28,76 9.,6763 28.36 9,5029 26.69
9.5967 16.14 s. 5610 17.11 9.5656 la. 18 0.5492 19.26 0. 5a22 26.66 9.514a 22.10
0.5746 8.42 0.5579 8.96 9.5460 9.56 9.5268 10.2a 9.5065 10.98 9.4789 11.82
9.5671 0.00 9.5494 0.00 9.62W 0.00 ?.6104 0.00 !3.4686 0.00 Q,4666 0,00
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TABLE B. L-COORDINATEB OF POINTS ON THE THREE-BAR-LINKAGE

NOMOGRAM — (ConL)

~b- -0.14
I

-0.13
1

–0.12
I

-0.11
I

–0.10
1

-0.09
—

x,
de

gree

—

{

1(
1!
2(

2:

31

3:

4(

4:

5(

5:

6C

6:

7C

75

3C

85

90

95

100

105

110

115

120

125

130

135

140

145
150

155

160

165

170

175
180

7. v, 79 v, v. v,

UP+ 10 de- PP + 10 de- +P + 10 de- lJP+ 10 de- PP + 10 de- JIP+ 10 de-
grees grees gree9 gree. greea grees

. — . — — — — . .

10.2367 0.00 10.2409 0.00 10.2452 0.00 10.2495 0.00 10, 26a9 0.00 10 25& 0.00
10. 2a63 2.10 10.2405 2.la 10.2447 2.16 10.2491 2.19 lo.25a5 2,21 10,25W 2.24

lo.2a50 4.20 10. 229a 4.26 10. 24as 4.31 10.2479 4.37 10. 252a 4.4a 10.2567 4 48

LO.2aao 6.ao 10.2372 6.a8 10.2415 6.47 10.2458 6.55 10.2503 6.64 10.2547 6.72

LO.2aol 8.39 10.2344 8.50 10.2386 S.61 10.2429 8,73 10,2474 8,84 10.25L3 8.96

10.2265 10.47 10.2308 10.61 10.2350 10.76 10.2393 10.90 10,2437 11.04 10,2480 11.19

[0. 2220 12.55 10.2262 12.72 10.2305 12.89 10.2347 la.07 lo,2a91 13.24 10.2435 13.42

10,2166 14.62 10.2208 14.82 10.2250 15.02 IO. 229a 15.23 10.2336 15.43 10.2380 15.63
10.2104 16.67 10.2145 16.91 10.2167 17.14 Io. zzao 17,37 IO. 227a 17.61 Io,2a16 17.85

10.2032 18.71 10,2073 18.9.9 10.2115 19.25 10.2158 19.51 10.2200 19.7.s 10.2244 20.05

10.1951 20.74 10.1992 21.04 lo.2oa4 21.34 10.2076 21.64 10.2118 21.94 10,2162 22.24

10.1861 22,75 10.1901 23.08 10.1942 2a.41 10.1984 23.75 10.2026 24.09 10.2070 24.42

[0.1761 24.73 10. MJO 25.10 10.1840 25.47 10.1882 25.84 10.1924 26.21 10.1967 26.59

10, 1650 26.69 10.1688 27.09 10.1729 27,50 10.1770 27.91 10.1811 28.32 10.1853 28.74

!0, 1528 28.62 10.1565 29.06 10.1605 29.51 10.1646 29.96 10.1687 ao.41 10.1728 aO.87

.0.1394 ao.51 10. 14al at. oo 10.1470 31.49 10.1510 al.98 10.1550 a2. 47 10.1592 32.97

0,1248 a2. a6 10.1285 32.89 10. laza 3a. 43 10.1362 a3.97 10.1402 a4.51 10.1443 35.05

.0.1089 a4. 17 10.1125 a4.75 10.1162 35. aa 10.1200 35.92 10.1239 36.50 10.1279 37.10

0.0916 35.921 0.0951 a6 .55 10.6087 37.18 10.1024 37.81 10.1062 38.46 10.1101 39.11

0.0728 37.611 0.0762 a8.291 0.0797 38.981 0.0832 a9 .67 10.0869 40. a7 10.0908 41.07

0.0524 39.221 0.0557 a9.96 10.0590 40.711 0.0624 41.461 0.0660 42.22 10.0697 42.99
0.0303 40.741 0. 03a4 41.541 0.0364 42.361 0.0397 4a. wl 0.0431 44.66 10.0467 44,84

0. oo6a 42,141 0.0691 4a.02 10.0120 42.911 0.0150 44.801 0 .01s2 45.70 10.0216 46.61
9.9801 43,42 9.9826 44. a7 9.9853 45.34 9.9880 46. a2 9.9910 47. ao 9.9942 48.29

9.9516 44,5a 9.9538 45.57 9.9561 46.62 9.9586 47.69 9.9612 48.77 9.9642 49.86

9.9266 45.44 9.9223 46.57 9.9242 47.73 9.9263 48.90 9.9286 50.08 9.9312 51.28
9.8867 46,09 9.8879 47, 3a 9.3892 48.60 9.8908 49.88 9.8926 51,19 9.8947 52.52

9.8496 46.41 ,9. 85CKJ 47.77 9,8507 49.16 9,8516 50.59 9.8528 52.03 9.8543 5a. 50

9.8090 46.30 9.3084 47.86 9.8681 49.34 9.8082 50.91 9.8085 52.52 9.8692 54.16

9.7645 45.62 9.7626 47.27 9.7610 48.97 9,7598 50.72 9.7596 52.52 9.7586 54.37

9.7157 44.19 9.7121 46.60 9.7088 47.87 9.7059 49. 8i 9.7oa4 51.84 9.7014 53. 9a

9,6629 41.72 9.6568 43,67 9.6510 45.73 9.6457 47.89 9:6407 50.16 q 6a64 52.53

9.6064 a7 ,82 9.5970 39.89 9.5877 42.10 9.5787 44.46 9.5701 46.97 9.5620 49.65

9,5490 31,99 9.5349 34.05 9.5207 36. aO 9.5064 38.76 9.4921 41.46 9.4782 44 39

9.4955 23.70 9.4758 25.49 9.4552 27.51 9. 43a6 29.78 9.4113 32.35 9.3861 35.28

9.4555 12.78 9.4303 13.88 9.4034 15.14 9.3739 16.62 9. a422 18.35 9.3076 20.42
9.4402 0.00 9.4128 0.60 9.3828 0.00 9.3498 0.00 9.3132 0.00 9.2722 0.00
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TABLE B. I. —COORDINATES OF POINTS ON TEE THREE-BAR-LINKAGE

NOMOGRAM — (Cunt.)

~b= -008 I -007I -006I -005I -004I -003

x,
de-

grees

0
5

10
15

20

25

30

35

40

45
50

55

60

65

70
75

80
85

90

95
100

105
110

115

120

125
130

135
140

145

150
155

KQ
165

170

175
180

—

v, v, ?9 v,

1P + 10 de- PP + 10 de- *P+ 10 de- *P + 10 de- Up+ 10 de- pp+ 10 d“e-
grees grees gree~ gree~ I g:es gress

. — — — — _ _ _ _ _ _

102629 0.00 10.2674 0,00 10,2721 0.00 10.2768 0,00 10,2815 0,00 10. 2!363 0.00
10.2625 2.27 10.2670 2.30 10.2717 2.33 10.2764 2.36 10.2811 2.39 10.2860 2,41

!0.2613 4.54 10.2658 4.60 10.2704 4.66 10.2751 4.71 10,2799 4 77 10. 2S46 4.83

.0.2592 6.81 10.2637 6.89 10.2683 7.98 10.273o 7.07 10.277,9 7.15 10’.2825 7.24

.0.2563 9.07 10.2608 9.19 10.2654 9.30 10.2701 9.42 10,2748 9..54 10.2797 9.65

0 2526 11.33 10,2571 11.48 10.2617 11.62 10.2664 11.77 10.2710 11.92 10.2760 12,06

0.2480 13.59 10.2525 13.77 10.2571 13.94 10.2617 14.12 10.2665 14.29 10.2713 14.47

0.2425 15.84 10,2470 16.05 10.2516 16.25 10.2562 16.46 10.2610 16.67 10.2657 16.87
0.2361 18.09 10.2407 18.32 10.2452 18,56 10.2499 18,80 10,2545 19.04 10.2593 19,28
0.2288 20.32 10.2333 20.59 10.2379 20.86 10.2425 21.14 10.2472 21.41 10.2520 .21 6S
0.2205 22.55 10.2250 22.85 10.2296 23.16 10.2342 23.46 10.2389 23.77 10.2437 24.08
0.2112 24.76 10,2158 25.10 10.2203 25.44 10.2249 25.79 10.2295 26.13 10,2843 26.47
0 2010 26.97 10.2055 27.34 10,2099 27.72 10.2146 28.10 10,2191 28.48 10,2239 28.86

0 1897 29.15 10.1941 29,57 10.1985 29.99 10.2031 30.40 10.2077 30.82 10.2124 31.24
0.1771 31.32 10.1815 31,78 10. 1s59 32.24 10.1904 32.69 10.1951 33.16 10.1998 33 61
0.1634 33.47 10.1677 33,97 10.1721 34.47 10.1766 34.97 10.1812 35,48 10.1859 35.98
0,1484 35.59 10.1527 36.14 10.1570 36.69 10.1615 37.24 10.1661 37.79 10 1708 38,34
0.1320 37.69 10,1362 38.29 10.1405 38.89 10.1449 39,49 10,1495 40.08 10.1641 40.69

0.1142 39.75 10.1183 40.40 10.1225 41.06 10.1270 41.71 10.1314 42.37 10,1360 43,02
0.0947 41.78 10.0988 42.49 10.1029 43.20 10.1073 43,91 10.1117 44.62 10.1163 45,34
0.0735 43.76 10.0775 44,53 10.0816 45.30 10.0858 46.08 10.0902 46.86 10.0948 47.64
0.0504 45,67 10.0542 46.52 10.0582 47.36 10.0624 48.21 10.0667 49.07 10.0712 49 92
0.0252 47.53 10.0289 48.45 10.0328 49.37 10.0368 50,31 10.0410 51.24 10.0454 S2.18
9.9976 49.30 10. OD11 50,31 10. OG48 51.32 10.0087 52.34 10,0128 53,37 10.0172 54,40

9.9672 50.96 9.9706 52.07 9.9741 53.19 9.9778 54.31 9.9818 55.44 9.9860 56,68
9.9340 52.49 9.9370 53.72 9.9403 54.95 9.9438 56,20 9.9476 57,45 9.9517 58,71
9.8971 53,86 9.8998 55.22 9.9028 56.59 9.906a 57.97 9.9096 59.31i 9.9135 60,77
9.8562 55.00 9.8582 56.51 9.8609 58.05 9.8638 59.60 9. S670 61.16 9.8706 62.74
9.8103 55.84 9.8119 57,54 9.8138 59,27 9.8162 61.02 9.8190 62,79 9.8223 64,58
9.7687 56.26 9.7593 58.19 9,7604 60.16 9.7620 62.17 9.7642 64.20 9.7670 66.25
9.7000 56.08 9.6992 58.29 9.6990 60.57 9.6996 62, s9 9.7008 65.26 9,7029 67.66
9.6326 55.00 9.6297 57.56 9.6275 60.22 9.6263 62.96 9.6261 65.77 9.6269 68.65
9.5546 52.49 9.5481 55.48 9.5426 58.64 9,5381 62.02 9.5354 65,37 9.5341 W.92

9.4647 47.60 9.4520 51.08 9.4404 54.85 9.4204 58.91 9.4222 63.23 9.4164 67,81
9.3645 38.61 9.3408 42.41 9.3174 46.75 9.2951 51.68 g, q74g 57.25 9,2581 63,46

9.2697 22.93 9.2285 26.00 9.1824 29.84 9.1349 34.71 9,0834 40W 9,0315 4g ,16

9.2259 0.03 9.1728 0.03 9.1107 0.02 9,0264 0.00 8,9445 0.60 8.8244 O.w
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TABLE B. I.—COOIUMNATES OF PoIms ON ~EE TEREE-BAR-LINKACIE

–0.02

x,

o

6
10

15
20
25
30
35
40
45
50
65
00
65
70
75
30
85
90
95

100
105
110
115
120
125
130
135
146
145
1.54
155
166
165
170
175
lea

1P+ 10 “
degrees

10.2912 0.00

10.2908 2.44

10.2895 4.88
10. 2S74 7.33

10.2844 9,77

10.2808 12.21

10.2761 14.65

10.2706 17.08

10.2641 19.52
10. 256S 21.95

10.2485 24.39

10.2391 26.81

10.2287 29,24

10.2172 31.66

10.2046 34. 0s
10.1907 36.49

10.1755 38.89

10.1339 41.29

10.1407 43,68

10,1209 46.06
10,0994 48.43

10,0758 50.78

10,0500 32.12

10.0216 55,43

9.9904 57.72

9.9560 59,97
9.9177 62.17

9,8747 64.32

9,8261 66.38

9.7705 68.33
9,7058 70.09

9.6289 71.57

9.5344 72.56

9.4134 72.58
9,2466 70.26

8.9841 59.70

8.6532 0.00

NOMOGRAM — (ConL)

–0.01

7s
P + 10 ~egrw

10.2960 0.00
10,2956 2.47

10.2944 4.94

10.2923 7.41
10.2894 9.8a

10. 2S57 12,35
10.2s10 14,82

10.2755 17.29
10.2691 19.76

10.2617 22.23

10.2533 24.69

10.2440 27.16

10.2336 29.62
10,2221 32.08

10.2094 34,54
10.1946 36.99

10.1803 39.45
10.1637 41.90

10.1456 44.34

10.1258 46.78
10.1042 49.21

10.0797 51,64

10.0547 54,06

10.0264 56.47

9.9951 58.86
9.9606 61,23

9.9221 63.59
9,8791 65.91

9,8203 68.19

9.7745 70.41

9.7095 72.54
9.6320 74.53

9.5367 76.27

9.4134 77,50

9.2401 77,51

8.9502 72,73

8.3572 0.00

0.00

I
v!

p + ‘0 d.grew

10.3010 0.00
10.3006 2.50

[0. 2994 5.00

IO. 2973 7.50

[0. 2944 10.00
10.2906 12,50

10.2800 15,00

[0.2805 17.50

10.2740 20.00
10.2667 22.50

10.25S3 25,00

10.2490 27.50

10.23S6 30.00

10,2271 32.5o

10.2144 35,00

10.2005 37.50
10, 1s53 40.00

10,1687 42.50

10,1505 45.00

10,1307 47.50

10,1091 50.00
10.0s55 52.50

10.0596 55,00
10.0313 57.50

lo, ooml 60.00

9,9654 62.50

9.9270 65.00

9.8829 67.50

9.8351 70.00

9.7792 72.50
9.7140 75. cm

9.6364 77.50

9.5407 20,00

9.4167 S2.30
9.2413 S5.00

s ,9407 87,50
—. 90.00

0.01

I

10.3060 0.00

10.3056 2 53

10.3044 5,06

10.3023 7.59

10.2994 10.12

10,2957 12.65

10.2910 15.1s
10.2855 17.71

10.2791 20.24
10,2717 22.77

10.2633 25.31

10.2540 27. S4
10,2436 30.38

10.2321 32,92

10,2194 35.46

10.2046 3s.01
10.1903 40.55

10.1737 43.10

10.1556 45.66

10. 135s 4S.22

10,1142 50,79

10,0897 53,36

10.0647 55.94
10.0364 5s .54

10.0051 61.14

9.9706 63.77

9.9321 66.41

9,8891 69,09

9. S403 71. s1

9.7s45 74.59

9.7195 77,46
9.6420 80.47

9.5467 S3.73

9.4234 S7,50

9.2501 92,49

s. 9603 102 27

S, 3672 180.00

0.02

I
P+1O “degreem

0.3112 0.00
0,310s 2.M

0.3095 5.12

0.3074 7,67
0.3044 10,23
0.3008 12.79

0.2961 15.35

0.2906 17,92
0.2841 20. 4s
0. 276S 23.05

0.2685 25.61

0.2591 2s .19

0.24S7 30,76

0.2372 33.34

.0.2246 35.92
0.2107 3s,51

0,1955 41.11

.0.1789 43.71

0.1607 46.32
.0. 1409 4s ,94
.0.1194 51,57
.0.095s 54.22

.0.0700 56.83
0.0416 59.57
.0.0104 62. 2S

9.9760 65.03

9.9377 67.83

9. S947 70.68

9.8461 73.62
9.7905 76.67

9.725S 79.91

9,6489 S3 .43

9.5544 S7 ,44
9.4334 92.42

9.2660 99,74

9.0041 115,30

8.6732 180,00
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TABLE Fbl ,—COOE01NA~E8 OF POINTS ON ~EE TEEEE-BAR-L1NUC3E

pb=

* x,
ds-

greea

0
5

10
15

20

25

80

.35

40

45

50
55

60

65

70

75

30

85
90

95
100

105

110

115
lm

125

130

135
140

145

150
155

160

165

170
175

180

0.03

7,
,p + 10 de-

greefl

.0.3163 0,0(

.0.3160 2.5!

.0.3146 5.1’

.0.3125 7.71

.0.3097 10.3

.0.3060 12,9.

.0.3013 15.5:

.0.2957 18.1:

.0.2893 m.7:

,0.2820 23,3

,0,2737 25.9
.0,2643 28.5:
10,2539 31.1
10.2424 33.7
.0.2298 36.3$
10.2159 39.0:
10.200s 41.61
10.1341 44.3
10.1660 46.9
10.1463 49.61
10.1248 52.31
!0.1012 55.0)
10.0754 57.8
10.0472 60,0
10.0160 63.4
9.9817 66.2
9.9425 69.2
9,9006 72.2’
9.8523 75.4
9.7970 78.7
9.7320 82.3
9.6369 36.3
9.3641 91.0
9.4464 97.1
9.2881 106.5
9.0615 125.8
8.3544 130,0

NOMOGRAM — (Cd.)

0.04 0.05 0.O6 0.07 0.03

78 7. v! m. ?,
~P + 10 de- PP + 10 d- fiP + 10 d- WP + 10 de- PP + 10 de-

grees green greea green green

. — . — . — . . .

10,3215 0.00 10,3268 0.00 10,3321 0.00 10.3374 0.00 10.3429 0.00
10,3211 2.61 10,3264 2.64 10,3317 2.67 10,3370 2.70 10.3426 2.73

10.3199 5.23 10.3251 5.20 10.3204 5,34 10.3358 5.40 10.3413 5.46
10.3178 7,85 10,3220 7,93 10.3283 8.02 10.2337 8,11 10,3392 s. 19

10,3148 10.46 10,3201 10.58 10,3264 10.70 10.3308 10.81 10.3363 10.93
10.3110 13.08 10.3164 13.23 10.2.217 13, a8 10.3271 13.52 10.3326 13.67

10.3065 15.71 10.3117 15.83 10,3171 16.06 10.3225 16,23 10.32W 16.41

10.3010 18.33 10.3062 18.64 10.3116 18.75 10.2170 18.95 10.3226 19.16

10.2945 20.96 10,2’W9 21,20 10.3052 21.44 10.3107 21.68 10.3161 21.91

[0.2872 23.69 10.2925 23.36 10.2979 24.14 10.3033 24.41 10.3033 24.63
[0.2739 26.23 10..2342 26.54 10.2896 26.34 10.2950 27.15 10.2005 27.45

10.2695 28.87 10.2749 29.21 10.2303 29.56 10.2853 29.90 10.2912 30.24

10.2591 31.52 10.2646 31.90 10.2699 32.28 10.2755 32.66 10.2810 22.03

10.2477 34.18 10.2531 34.60 10.2335 35,01 10.2641 35.43 10.2697 35.35

10.2351 36.84 10.2404 37.31 10.2459 37.76 10.2515 38.22 10.2571 38.68

10,2212 39.52 10.2266 40.02 10.2221 40.53 10,2377 41.03 10.2434 41,52

10.2061 42.21 10.2115 42.76 10.2170 43.31 10,2227 43,80 10.2234 44.41

10.1895 44.92 10.1949 45.51 10,2005 46.11 10.2062 46.71 10.2120 47.31

10.1714 47.62 10.1770 48.29 10.1825 48.94 10.1333 49.60 10.1942 30,2s

10.1517 50,38 10.1573 51.09 10.1629 51.30 10.1638 52.51 10.1747 52.22

10,1302 53.14 10.1353 53.92 10.1416 34.70 10,1475 55.47 10,1535 66.24

10.1067 55.93 10.1124 56.79 10.1182 57.64 10.1242 33.43 lo.13M 59.83
[0.0810 58.76 10.0863 59.69 10.0928 60,63 10.0939 61.55 10.1062 62.47

10.0528 61.62 10.0537 62,66 10.0648 63.68 10.0711 64,69 10.0776 65,70

10.0218 64.36 10.0278 65.69 10,0341 66.81 10.0406 67.93 10.0472 69,04

9.9876 67.55 9.9938 68.30 10.0003 70,05 10.0070 71.28 10.0140 72.51

9.9496 70,64 9.9360 72.02 9.9628 73.41 9.9608 74.78 9.977 1 76.14

9.9070 73.84 9.9133 75.40 9.9209 76.95 9.9232 78.49 9.9362 30.00

9.8590 77.21 9.3662 78.98 9.8738 30.73 9.8819 82.46 9.8m2 &.16

9.3042 80.30 9.81m 82.33 9.82o4 34.34 9.8293 86.81 9.8387 a8.74

9.7493 84.74 9.7496 87.11 9.7590 39.42 9.7692 91.71 9.78m 98.92

9.6661 39.22 9.6763 92.04 9.8875 04.78 9.6997 97.44 9.7126 100.00

9.5734 94.63 9.3831 97.98 9.6026 101,36 9.6181 104.52 9.6346 107.61

9.4622 101.77 9.4804 106.09 9.6004 110.15 9. 52m 113.92 0.544 7117.40

9.3149 112.75 9.3451 11S,32 9,3774 123.25 9.4103 127.69 9.444 5131.39
9.1234 124.01 9.1349 140.29 9.2434 145.16 9.2935 149.00 9.2497 152.07

8.9845 180.00 9.0364 180.00 9.1707 180.00 9.2428 180.00 9.3058 130.00
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TABLE B.1.—COOEDINATES OF POINTS ON THE THREE-BAR-LINKAGE

NT0140C2RAM — (COW.)

pb= 0.09
I 010 I 0“11: 012 ! 0“13! 0“14

x, 1’ ‘i-’
de- PP+ 10 d:- UP+ 10 d:- !JP + 10 d%- PP + 10 d:- PP+ 10 d:- pp+ loi J’-

grees grees grees grees grees Erees g,em

. — . . — . . — . — .

01 10.3484 0.00 10.3539 0.00 10.3595 0.00 10.3652 0,00 10.3709 0.00 10.3767 0.00

5. 10 #480 2.76 10.3535 2,79 10,3591 2.s1 10.3647 2.84 10.3705 2.87 10.3763 2.90

10 10.3467 5.52 10.3523 5.57 10.3579 5 63 10.3635 5,69 10.3693 5.74 10.3750 5.80
15 10,3447 8.28. 10.3503 8.36 10.3558 8.45 10.3615 8.53 10.3672 8.62 10,3730 8.70

20 10.3418 11.04 10.3474 11,16 10.3529 11.27 10.3586 11.39 10.3644 11.50 10.3701 11.61

25 10.3380 13.81 10.3437 13.96 10.3493 14.10 10.3550 14.24 10.3608 14.39 10.3665 14.53

30 10.3335 16.58 10.3391 16.76 10.3447 16.93 10.3505 17.11 10.3562 17.28 10.3620 17.45

35 10.3280 19.37 10.3336 19.57 10.3393 19.77 10.3450 19.98 10.3508 20.18 10.3566 20.38

40 10.3216 22.15 10.3273 22.39 10.333O 22.63 10.3387 22.86 10.3445 23.09 10.3504 23.33

45 10.3144 24.95 10.32OO 25.22 10.3258 25.49 10.3315 25.7’5 10.33’73 26.02 10.3432 26.29

50 10 3062 27.76 10.3118 28.06 10.3176 28.36 10.3234 28.66 10.3292 28.96 10.3351 29.26
55 10.2970 30.58 10.3026 30.91 10.3084 31.25 10.3142 31.59 10.3201 31.92 10.3261 32.25

60 10.2867 33.41 10.3924 33.79 10.2982 34.16 m. 3040 34.53 10.3100 34.90 10.3161 35.27

65 10.2753 36.26 10.3811 36.68 10.2870 37.09 10.2929 37.50 10.2988 37.91 10.3050 38,31
70 10.2628 39,13 10.2687 39.59 10.2746 40,04 10.2805 40.49 10.2865 40.94 10.2928 41.38

75 10.2492 42.03 10.2550 42.53 10.2610 43.02 10.2670 43.51 10.2731 44.00 10.2794 44.49

80 10.2843 44.95 10.2402 45.49 10.2462 46.03 10.2523 46.57 10.2585 47.11 10.2648 47.64

85 10.2179 47.90 10.2239 48.50 10.2300 49.08 10.2362 49.67 10.2425 50.25 10.2489 50.83

90 10.2001 50.89 10.2062 51.54 10.2124 52.19 10.2187 52.82 10.2251 53.45 10.2316 54.08
95 10.1808 53.93 10.1869 54.63 10.1932 55.33 10.1997 56.02 10,2062 56.71 10.2128 57.39

100 10.1597 57.01 10.1660 57.78 10.1724 58.54 10.1790 59.29 10.1857 60.04 10.1924 60.78

105 10.1367 60.161 0.1431 61. Oo 10.1497 61.82 10.1564 62.64 10.1634 63.46 10.1703 64.26

110 10.1116 63.391 0.1182 64.30 10.125O 65.20 10.132O 66.09 10.1391 66.98 10.1463 67.86
115 10.0842 66.711 0.0910 67.70 10.0980 68.68 10.1053 69.66 10.1126 70.63 10.1201 71.58

120 10.0542 70.141 0.0612 71.23 10.0686 72.31 10.0761 73.38 10.0838 74.43 10.0916 75.47

125 10.0212 73.721 0.0286 74.92 10.0363 76.10 10.0442 77.27 10.0523 78.43 10.0606 79.56

130 9.9847 77.48 9.9926 78.81 10.0008 80.12 10.0092 81.40 10.0179 82.67 10.0267 83.91

135 9.9443 81.50 9.9528 82.97 9.9616 84.41 9.9707 85.84 9.9800 87.23 9.9896 88.59

140 9.8992 85.84 9.4085 87.48 9.9182 89,09 9.9281 90.66 9.9384 92.20 9.9490 93.70
145 9.8486 90.63 9,8590 92.48 9,8698 94.28 9.8810 96.03 9.8926 97.73 9.9045 99.38

150 9.7914 96.07 9.8034 98.16 9.8159 100.18 9.8288 102.13 9.8421 104.00 9.8557 105.81

155 9.72641 02.47 9.74071 04.84 9.7557 107.11 9.7710 109.27 9.7868 111.33 9.8029 113.28
160 9.65201 10.35 9.67011 13.03 9.6887 115.54 9.7077 117.90 9.7270 120.11 9.7464 122.18

165 9.5682’1 20.61 9.5921 123.54 9,6164 126.24 9.6407 128.70 9.6649 130.95 9.6890 133.01

170 9.4781 134.72 9.51131 37.65 9.5436 140.22 9.5752 142.49 9.6058 144.51 9.6355 146.30

175 9.39761 54.58 0.44221 56.65 9.4839 158.38 9.5234 159.86 9.5603 161.12 9.5955 162.22
180 9.36221 80.00 9.4132 180.00 9.4598 180.041 9.5028 180.00 9.5428 180.00 9.5802 180.00
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TABLE B.1.—COOEDINATES OF POINTS ON I’HE THREE-BAR-LINKAQE

NOMOGRAM — (Cont.)

L’b = 0.15 I 0.16

x,
de-

grees

0
5

10
15

20
25

30

35

40
45

50

55

60
65

70

75

80

85
90

95
100

105

110

115

120

125

130

135
140

145

150

155

160

165
170

175

180

—

I I
v. 7,

.p + 10 de- pp + 10 de-

.srees greem

10 3825 0.00 10.3884 0.0(
10,3820 2.93 10.3880 2.9(

[0,3809 5.86 10.3868 5.91

10 3788 8.79 10.3847 8.w
10.3760 11.73 10,3819 11.8<

10.3724 14.67 10.3783 14.81

10 3679 17..62 10,3739 17.7!
10.3626 20.59 10,3685 20. 7!

10.3564 23.56 10,3623 23.7:

10 3492 26,55 10.3552 26.81

10.3412 29.56 10.3472 29.85

10.3321 32.59 10.3383 32.92
[0.3221 35.64 10.3284 36.0(

[0.3111 38.72 10.3174 39.11
LO.299o 41,83 10.3053 42.27

LO.2857 44.98 10.2920 45. 4e

LO.2712 48.16 10,2777 48.69

10.2554 51.41 10,2620 51,9E

.0.2382 54,70 10.2449 55.32

0,2196 58.07 10,2265 58.74

0.1994 61.52 10.2065 62.25
0.1774 65.06 10,1847 65.85

0.1536 68,721 0,1612 69.58

0.1278 72.531 0.1357 73.46
0.0997 76.501 0,1079 77.51

0,0691 80.681 0,0778 81,78

0.0359 85.141 0.0451 86.33

9. 9!035 89.931 0.0096 91.24

9.9598 95,16 9,9710 96,69
9.91661 OC.97 9.92911 02.52

9.86971 07.54 9,88391 09,21
9.81921 15.14 9.83581 16.91

9.76601 24,12 9.78571 25.93

9.71291 34,91 9.73631 36.64

9.66431 47.90 9,69221 49.34
9,62891 63.18 9.66051 64.02

9.61551 80,00 9.64881 80. OC

0,17
I

0.18
I 019 I 020

I
I I II I-T
1% l,! Id in

P+lo de- PP+ 10 de- MP+ 10 de- PP + 10 dn-
greea grees ~reea &w

D.3943 0.00 10.4003 O.oa 10.4063 0.00 10.4124 0 00

D.3938 2.98 10.3999 3.01 10.4060 3.04 10.4121 3.07
3.3927 5.97 10.3989 6,02 10.,4047 6.08 10.4109 6.13

D,3907 8,96 10.3967 9.04 10.4028 9.12 ,10. 40R9 9.21

). 3879 11.95 10.3939 12,0G 10.3999 12. IT 10.406 L2,28
). 3843 14.95 10,3903 15.09 10.391M 1$.2% ao. a

~
15,37

1.3798 17,96 10.3859 18,13 10,,3921 18,30 10.39 18.47
1,3745 20,99 10.3806 21,19 10.3868 21. ~ 10.393C) 21.58

). 3684 24,02 10.3745 24.25 m. 3807 24. 4@dO .3869 24,71

).3614 27.08 10.3675 27.34 LO-3738 27,59 10, 38w ~7 .85
1,3534 30.15 10,3596 30,44 10,3659 30.73 10.3722 31. o2

). 3444 33.24 10.3507 33.57 10.3570 33.89 10.3634 34.22

). 3345 36.37 10.3409 36.73 10.3472 37.09 10.3536 37,44

).3236 39.52 10.3301 39.91 10,3364 40.31 10.3429 40.70
).3116 42.71 10.3181 43.14 10.3246 43,57 10.3312 44,00

). 2985 45.93 10.3050 46.41 10.3116 46.88 10,3184 47.35

), 2842 49.21 10.2909 49.73 10.2975 50,24 10,3044 60,75

). 2686 52.54 10.2754 53.10 10,2822 53.66 10.2892 54,21

).2517 55,94 10,2586 56.55 10.2656 57.15 10.2728 57.75
). 2334 59,41 10,2405 60.07 10.2476 60,72 10.2549 61,36

).2136 62.97 10.2209 63.68 10,2282 64.39 10.2358 65.09

),1921 66.64 10<1996 67,41 10.2072 68.18 10.215O 68.93

) .1688 70.43 10.1766 71,27 10.1845 72.09 10.1926 72,91

). 1436 74.38 10.1518 75.28 10,1600 76.17 10,1684 77,05
).1163 78,51 10.1249 79.49 10.1336 80,45 10,1424 81 40

). 0868 82,87 10.0958 83.93 10.0151 84.97 10.1144 85.99
). 0547 87.51 10.0644 88.66 10.0743 89.79 10.0843 90.,88

),0199 92.51 10:0305 93,76 10,0412. 94,97 10,0520 96.15

) .9823 97,97 9,9939 99.32 10.0056 100.61 10,0175 101.87

).9417 104.01 9.9546 105.44 9.9676 106,83 9.9808 108.16

) .8983 110,80 9.9129 112.33 9.9275 113,78 9,9424 11.5.18

). 8524 118.58 9.8692 120.16 9.8860 121.66 9,9028 123.08

).8052 127,62 9.8248 129.21 9 8442 130.69. 9,8634 13’2.07

) .7596 138.24 9.7822 139.70 9,8047 141.013 %8267 142.31
).7192 150.64 9.7456 151,82 9.7710,152.89 9.7957 153.86

). 6908 164,77 9,7200 165.44 9.7479166.04 9..7746 166.58
). 6804 180,00 9,7106 180.00 9.73941180.00 9. 7G7J 18Q.00
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TARLE B.1.—COORDINATES OF POINTS ON THE THREE-BAR-LINKAGE

NOMOGRAM — (Cont.)

pb= 0.21 0.22 0.23 0.24 0.25 0.26

x, ?, v. 78 ?1 v,
de. pp + 10 de- )@+ 10 de. pgl + 10 de- pp+ 10 de. @p + 10 de. tip + 10 d’:-

grew green gree8 greem greea grees greem

— — — . . . . _ _ _ _ — —

0 10.4186 0.00 10.4248 0,00 10,4311 0.00 10.4374 0.00 10.4438 0.00 10 4502 0.60
5 10 4182 3.09 10.4245 3,12 10.4306 3.15 10.4370 3.17 10.443.5 3 20 10 4498 3.23

10 10.4171 6.19 10.4233 6.24 10.4295 6.3o 10.4359 6.35 10,4423 6.40 10 4486 6,45

15 10.4151 9,29 10.4213 9,37 10.4276 9.45 10.4340 9.53 10.4403 9.61 10, 446!3 9,69

20 10.4123 12.39] 10,4185 12.50 10,4249 12.61 10.4312 12.72 10.4376 12.83 10.4441 12.93

25 104088 15.51 10.4151 15.65 10.4214 15.78 10.4278 15.92 10.4342 16.05 10.4407 16.19

30 10.4044 18.64 10.4108 18.80 10.4171 18.97 10.4235 19.131 0.4300 19.29 10.4365 19.45

35 ,10.3992 21.781 0.4056 21.971 0.4119 22.161 0.4184 22.361 0,4249 22.55 10 4315 22.74

40 10.3932, 24 931 0.3996 25.161 0.4060 25.38.1 0.4125 25.601 0.4190 25.821 0.4256 26.04

45 10.3863 28.111 0.3928 28.371 0.3992 28,621 0.4057 28.871 0.4123 29.121 0.4190 29.37
50 /10.3786 31.31 10.3850 31.601 0,3915. 31.881 0.3981 32.161 0.4047 32.441 0.4115 32.7z

55 10 3698 34.541 0.3763 34.861 0,3829 35.171 0.3896 35.491 0.3963 35.801 0.4030 36.11

60 10 3602 37.801 0.3667 38.151 0,3734 38,501 0.3801 38.841 0.3870 39.191 0.3938 39 53

65 10.3496 41.091 0.3562, 41.481 0.3629 41.861 0.3698 42.241 0,3767 42.621 0,3836 42,99

70 10.3379 44.431 0.3446 44.851 0,3515 45.271 0.3584 45.691 0.3654 46.101 0 3724 46,51

75 10.3251 47.811 0.3320 48.271 0.3391 48.741 0.3460 49.181 0.3531 49,631 0.3602 50.07

so 10.3113 51.261 0.3183 51.761 0.3254 52.251 0.3325 52.741 0.3397 53.231 0.3470 53 71

85 ~10.2462 54.761 0,3034 55.301 0.3106 55.841 0.3179 56.371 0,3253 56.901 0.3327 57.42

90 10,2800 58.341 0.2873 58.931 0.2946 59,51 10.3021 60.0/3 10,3097 60.651 0.3173 61,21

95 10.2624 62.011 0.2698 62,641 0.2774 63.271 0.2851 63.891 0.2929 64501 0.3007 65,10

100 10 2434 65.781 0.2511 66.471 0.2589 67.141 0, 266s 67.611 0,2748 68.461 0.2829 69,31

105 10.2228 69.691 0,2308 70,41 10,2389 71.141 0.2471 71,851 0,2554 72 561 0,2637 73,25

110 10.2008 73.711 0.2091 74.501 0.2175 75,281 0.2260 76.051 0.2346 76, sol 0.2433 77.55

115 10.1770 77.92 10.1857 78.77 10.1945 79.61 10.2034 W.43 lo.21z4 81.24 lo. z215 82,03

120 10.1514 82.33 10.1606 83.25 10,1698 84.14 10.1792 85, oz 10.1396 85.38 10,1983 86,73

125 10,1240 86.99 10.1337 87.97 10.1435 8E.93 10,1534 89,87 10,1635 90.79 10,1736 91.68

130 10,0946 91.96 10.1049 93.01 10.1154 94.03 10.1259 95. o2 10.1367 96.00 10.1475 96,94

135 10,0630 97.26 10.0742 98,41 10.0855 99,49 10. I3969 100.55 ]0, 1084 10].57 10. 12M 1o2,56 I
140 10.0295 103,09 10.0417 104.27 10,0540 105.41 10,0664 106.52 10,0788 107,58 1!3.09]4 108,131

145 9.9941 109.45 10.0076 110,69 10.0211 111.88 10,0346 113.02 10.0483 114,12 10,0620 115.18

150 9.9572 116.51 9.9723 117.79 9,9871 119.00 10. CKI22120.16 10,0171 121.27 10. O322 122,33

155 9.9196 124.43 9.9365 125.71 9,9531 126.91 9.9698 128.06 9,9864 129.14 10. I3I3$!813(3.17

160 9.8825 1$3.37 9.6015 134.59 9.9201 135,73 9.9386 13(3.80 9,9569 137,81 9,9750 138,76

165 9.8483 143.47 9.8695 144,54 9.8903 145,54 9.9107 146,46 9,9308 147.33 9.9506 148,14

170 9.8197 154.75 9.8431 155.57 9,8659 156.32 9.8880, 157,01 9.9099 157,66 9,9308 158,25

175 9.8005 167,07 9.8252 167,51 9.8497 167.92 9.8733168.30 9.8959 168.64 9.9182 168.96

MO 9.7937 180,06 9,8193 180.00 9.8440 180.6Q 9.8679180.00 9.8911 180,00 9.9137 lW,00
I

1 ) 1 1 1 I I I I I I
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TABLE B.1.—COORDINATES OF Ponwa ON TEE TEREE-BAR-LINUGE

NOMOGEAM — (Cont.)

@- 0.27 0.28 0,29 o.ao 0.31 0.82

I
x,
de- #p + 10 d’” 14p+ 10 dq: #p + 10 d’” #p + 10 dm: IJp+ 10 ::. @p+ 10 d%

grew Creea m #rem grew greed areea

. — . — — . — . _

o 10.4567 0.00 10.4632 0.00 10.4698 0,00 10.4764 0.00 10.4831 0.00 10.48W 0.00

5 10.4562 3.25 10.4629 3.28 10,469.5 3.31 10.4760 3.22 10.4828 3.36 10.4895 3.23

10 10,4562 6.51 10.4618 ‘6.56 10.4684 6,61 10.4749 6.66 10.4816 6.72 10,4234 6.77

15 10.4533 9,77 10.4598 9.85 10.4664 9.93 10.4731 10.00 10.4798 10.08 10.4866 10,16

20 10.4506 13.64 10.4572 13. lb 10,4628 13.2510.4706 13,2510,4773 13.46 10,4341 13,56
25 10,4472 16.3210.4528 16.45 10.4605 16.5810.4672 16.7110.4740 16,& 10.4808 16.97
30 10.4420 19.61 10.4497 19.77 10.4504 19.9310.4632 20.09 10.4699 20.24 10,4763 20.40
35 10,4380 22.93 10.4447 23.11 10.4515 23.30 10.4382 23.48 10.4651 23.66 10.4720 23. M

40 10,4323 26.26 10.4290 26.47 10.4457 26.63 10.4526 26.90 10.4595 27.11, 10.4664 27.31

45 10.4257 29.61 10.4325 20.86 10.4393 30.10 10.4462 30.34 10.4321 30.57 10.4601 26.81
30 10.4182 32.99 10.4251 33.27 10.4320 33.64 10.4238 22.81 10.4459 34.07 10.4530 34.34
.55 10.4099 26.41 10.4168 36,72 10,4238 37.02 10.4308 37.31 10.4279 37.61 10.445a a7.80
60 10.4007 a9.87 10.4077 40.20 10.4147 40.52 10.4218 40.86 10.4290 41.18 10.4262 41.51
65 10.a906 43.a6 10.3977 42.7a 10.4048 44.OB10.4120 44.45 10.419a 44.81 10.4266 46.16
70 10.3795 46.91 10.2367 47.31 lo. a9a9 47.71 10.4013 48.10 10.4687 4a.49 10.4161 48.87
75 10.a675 30.51 10.3747 50.95 lo. aazl 51.a8 10.a896 61.80 10.a971 52.22 10.4647 52.64
30 10.3544 54.18 10.3618 64.65 10.a694 6.5.12lo. a769 55.53 10.2346 36.03 10.2822 56.4a
83 10.2403 67.93 lo. a478 58.44 10.3536 63.04 lo.362a 58.43 10.3711 58.92 10.2780 60.41
90 10.3250 61.76 10.3328 62.al 10.2407 62.85 10.2487 63.22 lo. awa 63.91 10.2047 64.42
95 10.3086 65.70 10.3166 66.2a lo. a2.47 66.85 lo. aaae 67.43 lo. a412 67.90 10.2496 6a,5a

lcm 10.2911 69.75 lo.2e9a 70. a8 10. ao77 70. ae 10.3161 71.60 10.3247 72.2o 10.2232 72.79
105 10. 272a 73.93 10.2308 74.60 10.%95 75.26 10.2982 7s.91 10.3670 78.65 Io. abw 77.18
110 10.2522 78. 2a 10.2611 78.99 10.2701 70.70 10.2792 ao. a9 lo. zaaa al.oa 10.2976 al.7s
116 10. 2a07 82.80 10.2400 83.67 10.2494 34.31 10.2389 86.05 10. 2W6 36.76 10.2781 86. M
Ma 10.2079 87.55 10.2177 aa. a6 10.2276 89.15 10.2375 89.92 10.2476 90.68 10.2576 91.41
125 10. maa 92.55 10.1942 93.41 10.2046 94.24 10.2151 96.06 10.2257 95.34 10.2262 96.61
lao 10.1534 97.86 10.1694 98.76 10.1805 88.62 10.1916 100.47 10.2028 101.26 10.2141 102.10
las 10.1317 102.52 10.1425 104.46 10.1553 106.36 10.1672 106.24 10.1791 107.09 10.1911 107.91
140 10.1641 108.61 10.1167 110.67 10.1294 111.60 10.1421 112. ag 10.1549 lla.26 10.1677 114.@4
145 10.0757 116.19 10.0894 117.17 10. loal 118.10 10.1168 119.00 10.1266 119.37 10.1442 120.70
km 10.6471 12a.24 10.0620 124.31 10.6769 125.22 10.0917 126.17, 10.1064 126.86 10.1211 127.77
153 10.0192 131.15 10.0332 132.07 10.0515 132.96 10.0675 122.79 10.0824 124.32 10.0091 las. w
160 9. wao 139.66 10.0105 140.&J 10.0179 141.29 10.0452 142.06 10.0622 142.76 10.0789 142.42
165 9.9698 148.89 9.9882 149,60 10.0076 150.26 10.0260 15).89 10,0429 151.47 10. O6U3 152.02
170 9.9517 138.81 9.0717 169, a2 9.9916 159.30 10.0109 160.26 10.0298 160.67 10.0486 161.07
175 9. 9a96 169.25 9.9604 169.62 9.981a 169.78 10.0010 170,01 lo.021a 170.24 10.0400 170.44
184 9.9356 126,00 9.9369 180.00 9.9777 180.00 9.9979 Iao. cm 10.0178 130.00 10.0372 180.00
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I

TABLE B.1.—COORDINATES OF POINTS ON THE THREE-BAR-LINKAGE

NOMOGRAM — (Cont.)

I

7 ~

@ = 0.33 0.34 0.35 0.36 0.37 0.38

x, 7. v, 7. 73 7, 7<
de- pp + 10 de- PP + 10 de- pp + 10 dc- fip + 101de- ,up + 10 d,- J,p + 10 de-

grees grees gre.s grces srees grees gree,

0 10 4967 O.otl 10.5035 0.00 10,5104 0.00 10.5173 0.00 10,5243 0,00 10.5313 0.00
5 10,4962 3.41 10.5031 3.43 10.5101 3.46 10,5170 3.4s 10.5240 3 51 10,5309 3.53

10 10.4952 6.S2 10.5021 6.87 10.6090 6.92 10.5159 6.97 10,5229 7.01 10.5299 7.06
15 10.4934 10.23 10.5OQ3 10.31 10.5072 10.3s 10.5141 10.46 10.5211 10,53 10.5282 10.60

20 10.4909 13.6610.4978 13 76 10.5047 13 86 10.5117 13,96 10.5186 14.05 10 5258 14.15

25 10. 4s77 17.1010.4946 17.22 10.5015 17.35 10.5085 17.47 10.5155 17.59 10.5227 17.71

30 10.4837 20.5510.4906 20.70 10.4976 20.85 10.5046 21.00 10.5117 21.15 10.51s9 21,29
a5 10.4789 24.0210. 4S59 24.20 10.4929 24.38 10,5000 24.55 10.5071 24.72 10.5144 24. S9

40 10.4734 27.5210.4805 27.72 10.4875 27.93 10.4947 28.13 10,5018 2S. 32 10.5092 28.52

45 10.4671 31.04 10.4743 31.27 10.4814 31.50 10.4886 31.73 10.4958 31,95 10,5032 32.17

50 10.4601 34.60 10.4673 34. S6 10,4745 35.11 10.4817 35.37 10.4s91 35.62 10.4965 35. S6
55 10,4522 38.19 10.4594 3S .48 10. 466S 3S.76 10.4741 39.04 10.4816 39,32 10.4s90 39 59

60 10 .4435 41.83 ,10.450s 42.14 10.4582 42.45 10.4657 42.76 10,4732 43,07 10. 4S08 43.37

65 10.4340 45.51 10.4414 45,85 10.4489 46.19 10.4505 46,53 10.4641 46, S6 10.4718 47,19
70 10.4236 49.25 10,4312 49.62 10. 43s8 49,99 10,4465 50,36 10.4542 50.72 10.4620 51,0s

75 10.4123 53.05 10.4200 53.46 10.4278 53. S6 10.4356 54.25 10.4434 54.64 10.4514 55 03
80 10.4001 56.92 10.4080 57.36 10.4159 57.79 10.4239 5s. 22 10.4320 58,64 10,4400 59,05

85 10. 3s70 60. SS 10.3950 61.35 10.4031 61.81 10.4113 62.27 10.4195 62,72 10.4276 63 16

90 10.3729 64.93 10.3812 65,44 10.3s95 65.93 10.3979 66.42 10.4063 66.90 10.4148 67.37

95 10.3579 69.09 10.3664 69.63 10.3749 70.16 10,3835 70.67 10.3922 71.18 10.4009 71 69
100 10.3419 73.37 10.3506 73.94 10.3594 74.50 10.3683 75.06 10.3772 75,6o 10, 3S62 76 13

105 10.3249 77.80 10.3339 7s.40 10.3430 78.99 10.3522 79. 5s 10.3614 80.15 10.3707 80,71
110 10,3069 82. 3S 10.3163 83,02 10,3257 83,65 10.3352 84.26 10.3448 S4 .86 10.3544 85,45

115 10.2878 87.15 10.2976 87,82 10,3075 8S .48 10.3174 S9.12 10.3272 89.75 10.3373 90 36

120 10.2678 92.13 10.27S0 92.84 10. 28S4 93.52 10. 29s7 94.19 10.3091 94.85 10.3195 95, 4s

125 10.2470 97.36 10.2577 98.09 10, 26S6 98.81 10.2794 99.30 10.2902 100,17 10.3012 10&83

130 10,22531 02.87 10,2367 103.63 10.2481 104.36 10.2595 105.07 10.2709 105.76 10.2824 lo&43

135 10,20301 08,70 10.2151 109,47 10.2271 110.22 10.2392 110.94 10.2513 111,64 10.2634 112.32
140 10.18051 14.90 10.1932 115,67 10.2060 116.42 10.21s8 117.14 10,2315 117.841 0.2442 118.51

145 10.15791 21.5a 10.1714 122.26 10.1850 123.00 10.1986 123.71 10.2121 124,391 0.2254 125.04

130 10.13571 28.54 10.1502 129.28 10.1647 129.99 10.1790 130.661 0.1933 131.311 0.2074 131.93

1s5 10.11471 36.06 10,1302 136.751 0.1455 137,401 0,1607 13s.03 10.1757 138.621 0.1907 139.19

160 10.09551 44.07 10.1119 144.671 0.12s1 145.251 0.1442 145.801 0.1599 146.311 0,1758 146.81
165 10.07931 w .55 10.0966 153.041 0.1137 153.511 0.1303 153.95 10.1468 154,361 0,1631 154,76

170 10.00701 61.44 IO. 0850 161.791 0.1026 162.121 0.1198 162.43 10.1369 162.721 0.1537 163.00

175 10.05851 70.63 10.0775 170.821 0:0955 170.991 0.1132 171.15 10.1306 171.301 0.1478 171.44
180 10.05611 80.00 10.0747 180.001 0.0930 180. OJ 10.1109 180. WI 10.1285 180. C$310.1458 180.00
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TARLE B.1.—COOIWINATES OF POINTS ON THE TIIREE-BAR-LINKAGE

NOMOGRAM — (Cont.)

p>- 0.39 0,40 0.41 0.42 0.43 0.44

x, ?. 79 7s 7? ?9
de- pp + 10 d:- pp + 10 de- pp + 10 de- Pp+ 10 de- PP + 10 de- PP + 10 de-

grees grees grees grees greea grees grees

0 10.5384 0.00 10,5455 O.OQ10.5527 0.00 10.5599 0.00 10.5672 0.00 10.5745 0.00
5 10.5381 3.55 10.5452 3.58 10.5524 3.60 10.5596 3.62 10.5669 3.65 10.5742 3.67

10 10.5371 7.11 10.5442 7.16 10.5514 7.2o 10.5586 7.25 10.5659 7.30 10.5732 7.34

15 10.5354 10.67 10.5425 10.74 10.5497 10. s1 10.5570 10.88 10.5643 10.95 10.5716 11.02

20 10.5330 14.25 10.6401 14.34 10.5474 14.43 10.5547 14.53 10.5620 14.62 10.5694 14.71
25 10.5299 17.83 10.6371 17.95 10.5444 18.07 10.5517 18.19 10,5590 18.30 10.5664 18.41

30 10.5261 21.44 10.5334 21.58 10.5407 21,72 10.5480 21.86 10.5554 22.00 10.5628 22.14

35 10.5216 25.06 10.5290 25.23 10.5363 25.4o 10.5437 25.56 10.5511 25.72 10.5586 25.88

40 10.5164 28.71 10.5238 28.91 10.5312 29.10 10.5387 29.28 10.5462 29.47 10.5537 29.65

45 10.5105 32.39 10.5180 32.61 10.5254 32.82 10.5330 33.04 10.5405 33.25 10.5481 33.45

50 10. ‘W39 36.11 10.5115 36,35 10,5190 36.59 10.5266 36.83 10.5342 37.06 10.5419 37.29
55 10.4965 39.86 10.5042 40.13 10.5118 40.40 10.5194 40.66 10.5272 40.92 10.6349 41.17

60 10.4884 43.66 10.4961 43,96 10.5039 44.25 10.5116 44.54 10.5194 44.82 10.5273 45.10

65 10.4795 47.52 10.4873 47.84 10.4952 48.15 10.5031 48.47 10.5110 48.77 10.5191 49,08
70 10,4700 51.43 10.4778 51,78 10.4858 52.12 10.4938 52.46 10.5019 52.79 10.5101 53.12

75 10,4595 55.41 10,4675 55.78 10.4756 56,15 10.4838 56.47 10.4920 56.87 10.5003 57.23

so 10.4482 59.46 10.4564 59.86 10.4647 60.26 10.4731 60.65 10.4814 61.03 10.4899 61.41
85 10.4362 63.60 10.4446 64.03 10.4530 64.45 10.4616 64.87 10.4701 65.28 10.4787 65.68

90 10,4234 67.84 10.4320 68.29 10.4406 68.74 10.4493 69.18 10.4581 69,62 10,4669 70.05

95 10.4097 72.18 10.4185 72.66 10.4274 73.14 10.4363 73.61 10.4454 74.07 10.4544 74.52
100 10.3953 76.65 10.4043 77.16 10.4135 77.66 10 4227 78.16 10.4220 78,64 10,4412 79.11

105 lo. Wm 81.26 10.3894 81.79 10.3988 S2 ,32 10.4684 82.84 10.4179 83,34 10,4274 83.84

110 10.3640 86.02 10.3738 86.58 10.3835 87.13 10.3934 87.67 10.4032 88,20 10,4131 88.72

115 10.3473 90.96 10.3575 91.55 10.3676 92,12 10.3778 92.68 10.3880 93.23 10.3982 93.76
120 10.23IXI 96.10 10.3405 96.71 10,3511 97.30 10.3617 97. ss 10.3723 98.44 10.3829 98.98

125 10.3122 101.47 10.3231 102.09 10.3341 102,69 10.3452 103.28 10.3563 103.85 10.3673 104.41

130 10.2939 107.08 10.3054 107.71 10,3169 108.33 10.3284 108,92 10.3400 109.50 10.3515 110, O6

135 10.2754 112.97 10.2875 113.61 -10.2995 114.22 10.3115 114.81 10.3236 115.39 10.3356 115.94

140 10.2570 119.16 10.2697 119.79 10. WJ23 120.39 10.2949 120.98 10.3075 121.54 10.3201 122.08
145 10,2389 125.68 10.2522 126.28 10.2655 126.86 10. n,88 127.43 10.2919 127.97 10,3050 128,49

130 10.2216 132.52 10.2336 133.10 10.2495 133:65 10.2625 .124.18 10.2771 134.68 10.2908 135.17

155 10.2055 139.73 10.2202 140.25 10.2247 140.75 10.2493 141.22 10.2635 141.68 10,2778 142.12

lea 10.1912 147.28 10.2066 147.73 10.2217 14$.15 10.2365 148.66 10.2515 148.95 10.2663 149,33
165 10.1794 155.14 10.1953 155.50 10.2109 155. & 10.2264 136.16 10.2418 156,47 10.2569 156,76

170 10.1702 163.26 10. 1.%7 163.51 10.2028 162.75 10.2190 162.98 10.2345 1s4. 19 10.7,500 164,40

175 10.1647 171.53 10.1814 171.71 10.1977 171:23 10.2142 171.95 10.2300 172,0S 10.2456 172.16
180 10.1628 180.00 10.1795 lso. om 10.1960 180.60 10.2123 130.00 10, 22s3 lSO. IXI 10,2441 180,1J3
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TABLE B.1.—COORDINATES OF POINTS ON TTIE THREE-BAR-LINKAGE

NOMOGRAM— (Cd.)

Mb- 0.45
I

0.46
~

0.47
I

0.48

xl I.ll l“! h In.
de- Wp+ 10 di- p + 10 de- pp + 10 de- Wp + 10 d“i

m gre.m green grees grem

o 10.5819 0,00 10.5893 0.60 10.5967 0.00 10.6042 0.01
5 10.5816 3.69 10.5890 3.71 10.5964 3.74 10.6039 3.71

10 10.5806 7.39 10. 58s0 7,43 10.5955 7.47 10.6030 7.5:

15 10.5790 11.09 10.5864 11.15 10.5939 11.22 10,6015 11.21

20 10.5768 14.80 10.5842 14.89 10.5917 14,98 10.5993 15.0(

25 10,5739 18.53 10.5814 18.64 10.5889 18,75 10.5965 18..9

30 10.5703 22.27 10.5779 22.41 10.5855 22.54 10.5931 22.6

35 10.5$61 26.04 10.5738 26.20 10.5814 26.35 10.5891 26.51

40 10,5613 2s.83 10.5690 30.01 10.5767 30.19 10.5844 30, 3(

45 10.5558 33.66 10.5635 33.86 10.5713 34.06 10.5791 34, 2(

50 10.3496 37.52 10.5574 37,75 10.5653 37.97 10.5731 38. 1!

55 10,5428 41.42 10,5507 41.67 10,5586 41.92 10.5665 42.11

60 10.5352 45.37 10.5433 45,65 10.5512 45.91 10.5593 46,11

65 10.5270 49.38 10.5352 49.67 10,5432 49.96 10.5514 50.2!

70 10 5181 53 44 10.5264 53,76 10,5346 54.07 10.5429 54,31

75 10.3085 57.57 10,5169 57.92 10.5253 58.25 10.5338 58. 5!

80 10.4983 61 78 10.5068 62.15 10.5154 62.51 10,5240 62,8(

85 10.4873 66,07 10.4960 66.46 10.5048 66.85 10.5136 67.2:

90 10,4757 70.46 10.4846 70.8s 10.4936 71,28 10.5026 71.61

95 10,4634 74.96 10.4726 75.40 10.4818 75 82 10 4910 76.2,

100 10,4505 79.58 10.4600 80.03 10.4694 80,48 10,4738 W.g

105 10 4370 8.,32 10.4468 84.80 10.4564 85.26 10.4661 85,7

110 10 4230 89.22 10,4330 89.71 10,4430 90.19 10,4530 90, 6(

115 10,4086 94.28 10.4188 94.79 10.4291 95.28 10.4395 95.7(

120 10.3935 99.52 10.4042 1C4,04 10.4149 100.54 10,4256 101.U

125 10,3783 104.95 10.3894 105,48 10,400.5 105.99 10.4116 106,4!

130 10 3630 110.60 10.3745 111.13 10.3860 111.64 10.3976 112.1’

135 10.3476 116.48 10.3597 117.01 10,3716 117.51 10.38.36 118.01

140 10 3326 122.61 10.3451 123.12 10.3575 123.61 10.3699 124.01

145 10,31s0 128.99 10.3311 12!3.48 10.3440 139,94 10,3568 130.3!

15JI 10,3043 135.63 10.3179 136.08 10.3313 136.52 10,3446 136,9:

155 10 2918 142.54 10.3059 142,94 10.3198 143.32 10.3335 143.6!

160 10,2809 149.68 10,2954 150.02 10,3097 150.35 10.3238 1,50,6(

165 10,2719 157.05 10.2869 157.32 10.3015 157.57 lIJ.311Y3 157. s

170 10.2652 164.59 10.2806 16478 10.2954 164.95 10.3102 165.1:

175 10.2610 172.26 10.2766 172.36 10.2918 172.45 10.30S6 172, S

180 10.2597 leo.oo 10.2751 130.00 10.2903 180,00 10,3053 180.11

0.49 0.50

l“. [ 1.
.P + 10 de- fiP+ 10 d:

m pees

10,6118 0,00 10.6193 O,m

10.6115 3.78 10.6190 3,80

10.6106 7.56 10;6181 7.60
10.6091 11,35 10.6166 11,41

10.6069 15.15 10.6145 15.23

10.6041 18.96 10.6118 19,07

10.6007 22.80 10.6084 22,92

10.5967 26.65 10.6045 26.80

10.5921 30.54 10.6000 30.71

10.5869 34.46 10.5948 34,64

10.5810 38.40 10.5890 38,62

10.5745 42.40 10,5826 42.63

10.5674 46.44 10 5756 46 70

10.5597 50.53 10.5680 50.81

10.5513 54.69 10.5597 54.99

10.5423 58.91 10,5508 59 23

[0.5327 63.21 10.5413 63,55

10.5224 67.59 10,5313 67,96

10.5116 72.07 10.5207 72,45

10.5002 76,65 10,5095 77.05

10.4883 81.34 10.4978 81.76

10.4759 86.16 10.4857 86.60

[0.4631 91.12 10.4732 91.57

10.4499 96.24 10.4603 96.70

10.4363 101.51 10.4471 101.98

10.4227 106.97 10.4338 107.44

10.4091 112,62 10.4206 113.09

10,3955 118,47 10.4074 118.93

10.3823 124.54 10.3946 124.98

10.3697 130.83 10.3824 131.25

10,3579 137.33 10.3711 137.72

10.3472 144.05 10,3609 144.39

10.3380 1.50.96 10.3520 151.25

[0. 3304 158.05 10.3447 138.28

10.3248 165.29 10.3394 165.44

10.3214 172.62 10.3360 172.70

10.3202 130,00 10,3349 WO.oo
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Index

A

Accuracy, of bar-linkage computers,
27, 41

of bar-linkage multipliers, 39
of camoids, 23
of computing mechanisms, 1, 4, 166
of double-ball integrator, 26
of graphical methods for linkage design,

versus numerical methods, 199
of sauarirur cam. 22-23

(~ee aZ-s;speci’fic mechanism)
Adder, bar-linkage, 36

star linkage in designing of, 256
Additive cells, 6-12

dii7erential belt, 10
bevel-gear, 6-7
cylindrical-gear, 7
with spiral gear, 9
loop-belt, lG1l
screw, 9-10
spur-gear, 7–9

dMerential worm gearing, 9, 11

B

Backlaah of cylindrical-gear differential, 7
of bar linkages, 27
of plane cams, 19

BackJaah error of bar linksgea, 21, 33
Ballistic function in vacuum, mechaniza-

tion of, 286-299
k-linkage adder, accuracy of, 41

appro-te, 41, 42
error, 37, 41, 42
structural error of, 41

B8r-linkage computers,
integrators, 27

complex, 40-42
ecmceptaof, 43-57
design of, al-32
terminology of, 43-57

compared with

Bar-linkage multipliers, 3740, 2.50-283
design of, 3740, 250-283
error of, 37, 3839, 40

Bar linkages, 5, 2742
versus camoids, 23
characteristics of, 32-33

advantage of, 5-6, 32–33
disadvantages of, 33

compared with cams, 33
de6nition of, 27
dimensional constants of, 31, 32
ehlciency of, 28
error of, 27, 28, 31–33

back lash error, 21, 33
elasticity, 33
mechanical, 33
structural, 31-33

frictional loeaes of, 28
history of use of, 28-31
mechanical features of, 28
straight-line motion by, 29
with one degree of freedom, 34-36
with two degrees of freedom, 3740,

223-249
adder, 37
multipliers, 3740, 250-283
as substitute for three-dimensional

cam, 37
Belt cam, 20-21
Belt Merential, 10
Bevel-gear dit7erentirJ, 6-7
Block diagram in computer design, 34
Blokhj Z. Sh., 31n.

c

Camoids versus bas Iinkagea, 23
Cams, 2.4, 19-23

belt, ‘X21
compared with bar linkages, 33, 3*,
eompenaated belt, 21–23
cylindrical, 20
definition of, 19

353
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I

II

Cams, linkage, 34
plane, 19
squaring, 21–23
three-dimensional, 23, 37

Cayley, A., 30n., 31n., 297
Cells, 3, 6-40

additive (see Additive celle)
of bar-linkage computers, 41
cams (see Cams)
integrators (see Integrators)
linear, 6
linkage, 40
multipliers (see Multipliers)
resolvers, 1&19

Compensated belt cam, 21-23
Compensating differential, 16
Complementary identification of param-

eter and variable, 49
Component solver, 2, 26
Components for computer, selection of;

4
Computational errors, 201
Computer design, 2-5

analytical method of, 3
bar-linkage multipliers, 25&283
components for, 4
constructive method of, 2
error of, 2, 4, 223
selection of components in, 4
function generators with two degrees

of freedom, 204–300
harmonic transformer linkages, 58-106
linkage combinations, 16&222
linkagee with two degrees of freedom,

223-249
as mechanization of equation, 3
model of, 5
three-bar linkages, 107–165

Computing mechanisms, accuracy of, 1,
4, 166

continuously acting, 1
differential-equation solvers, 1–2

component solvers, 2, 26
integrators, 2
planimeter, 2
speedometers, 2

elementary (see Cells)
ideal functional, 43
typee of, 1–2

(flee also Computers)
Constraint linkage in ballistic computer,

297-299

Crank, 27
Crank terminal, 44
Cylindrical cam, 19
Cylindrical-gear differential, 7

backlash of, 7
friction of, 7

Cylindrical rack, 10

D

Dawson, G. H., 30n.
Design, bar-linkage computer, problem

of, 31–32
double-harmonic transformer, 101-106

Differential analyzer, 4
Differential-equation solvers, 2
Differential worm gearing, 9, 11
Differentials, belt, 10

bevel-gear, &7
compensating, 16
cylindrical-gear, 7
loop-belt, 1(P11
in mechanization of functions, 233, 238
screw, 9–10
with spiral gear, 9
spur-gear, 7–9

Dimensional constants, 32
variations of, 201–202, 205

Direct identification of parameter and
variable, 48

Divider, bar-linkage, 40
Division by multipliers, 40
Domain, of parameters, 44

of variable, 44
Double-ball integrators, 24-26
Double harmonic transformers (see Har-

monic transformers, double)
Double three-bar linkage, 36

in series, 195-198
successive approximations in design of,

196, 197

E

Eccentric linkage, 35
as corrective device, 217

Efficiency of bar linkage, 28
Elasticity error of bar linkages, 33
Emch, A., 31n.
Error, of bar-linkage adder, 37, 41, 42

of bar-linkage multipliers, 37, 38, 39, 40
of bar linkages, 27, 28, 31, 32, 33
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Error, of computing mechanisms, 2, 4
of double-ball integrators, 26
of linkage multiplier, 4
maximum, 2
of nonideal harmonic transformer, 59,

60, 67-75
of precision squaring devices, 4
of slide multiplier, 4
of squaring cam, 23

(See also specific mechanism)

F

Feedback, 34
Follower (of three-dimensional cam), 23
Friction, of bar linkages, 32

of camoids, 23
of cylindrical-gear differential, 7

Friction-wheel integrators, 24
Function, mechanization of, 4647
Function generators, 1

bar-linkage computers, 2742
compare with integrators, 23
with two degrees of freedom, 284-299
factorization of, 168-174
generated by three-bar linkages, 122-

127, 146
grid structure of, 228-233
with ideal grid structure, 233
of two independent parameters, 224
of two independent variables, mechan-

ized by bar linkages, 223
mechanized by three-dimensional

came, 23, 223

G

Gauge of precision of linkage, 201
Gauging constant, 202
Gauging error, 201, 202, 203, 205, 211-

215
Gauging parameters, 200-217

in adjusting linkage constanta, 201-205
in eccentric linkage, 218
in three-bar linkage design, X)7-217

Geometric method, in mechanization of
logarithmic function, 156-165

for three-bar linkage design, 145-165
Gr@ic.d methods of linkage design, 199
GreenhiU, A. Cl., 30n.

Grid generator, definition of, 225
gauging error of, 281–283
for given function, 225
mechanization of function by, 238
nonideal, 23%242
star, with almost ideal grid structure,

25&234
structural error of, 226

Grid structure, function of, 228–233
generalized, 243
ideal, 22%230, 23>238, 240

star grid generators with, 250-284
nonideal, 23&233, 241, 28+299
regularized, 239-242
transformation of, topological, 232–

233, 239, 244, 246, 249, 251
use of, in linkage design, 243–249

H

Harmonic-transformer functions, tables

of, 63%7, 301–332
Harmonic transformers, 27, 34, 36, 58-

106

double, 36, 77–106
design of, 95-106

ideal, 58-67
in homogeneous parameters, 62–63

ideal double, 77+5
monotonic functions mechanized by,

78, 82–88
mechanization of function by, 61+33
for monotonic functions, 78, 82–88
nonideal, 58-60, 67–77, 249

design of, 75-77
error of, 59, 60, 67–75
structural error of, 59, 60, 67–75

nonideal double, 95-102
for nonmonotonic function, 89-91
parameters in, 61
in series, 77–106
two, with three-bar linkage, 16&195
use of, 61-62

Hart, H., 30
Hart inversor, 30
Hippisley, R. L., 29n., 31, 297
Homogeneous parameters, 43,4749, 62-

63, 6S-71
ideal harmonic transformer expressed

in, 62-63
Homogeneous variables, 43, 47-49, 62,

64-67, 78,79, 87, 89, 171
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1,
1;

356

I

Ideal double harmonic transformer (see
Harmonic transformer, ideal double)

Ideal harmonic transformer (see Har-
monic transformer, ideal)

Identification, complementary, 49
direct, 4%49

Inertia of bar linkages, 33
Input parameter (see Parameter input)
Input scale, 46, 51
Input variable, 45
Integrators, 2, 4, 2*26

compared with function generators, 23
component solver, 26
definition of, 23
double-ball, 24–26
friction-wheel, 24

Intersection nomograms, 40, 251
Inversor, Hart, 30

Peaucellier, 29, 30
Inverted function, 184

mechanization of, 138-139, 143–145,
155, 177

J

Johnson, W. W,, 31n.

K

Karpin, E. B., n.
Kempe, A. B., 3(M.

L

Laverty, W. A., 30n.
Leaet-square method in linkage problems,

206-207
Levenburg, K., 207
Lever, 27
Linear cellz (see Additive cells)
Linear mechanization, 46, 47, 48
Linear terminal, 46
Link, 27
Linkage came, 34
Linkage computers, definition of, 44
Linkage constants, final adjustment of,

eccentric finkage in, 217–222
gauging parameters in, 200-217

Linkage design, graphical versus numer-
ical methods, 199-200

Linkage design, numerical methods in,
167–198

numerical versus graphical methods,
199-200

structural error in, 199
use of grid struct!re in, 243–249

Linkage inversors, 34
Linkage multiplier constants, adjust-

ment of, 277–281
Linkage multipliers, 4, 28-29, 223–283
Linkages, bar, 5

with one degree of freedom, 5%198
star, 238
with two degrees of freedom, 37–40,

223–250
design problem for, 22*226

Logarithmic function, 36
Logarithmic linkage, 238

check of, 209-217
improvement of, by eccentric linkage,

21%222
by gauging-parameter method, 209

217
Loop-belt differential, 10-11

M

Mathematical design, 4–5
Mechanical error, of bar linkage, 33
Mechanism, regular, 45, 223
Mechanization of alignment nomogram

with three parallel straight lines, 37
Mechanization of ballistic function in

vacuum, 286-299
Mechanization of a function, 46-47

by combination of three-bar linkage
and two ideal harmonic trans-
formers, 171, 186

with a discontinuity in derivative, 114–
117

by harmonic transformer, 61-63, 166
by homogeneous parameters and varia-

bles, 62-67
by ideal double harmonic transformer,

78-95
with ideal grid structure, 250, 272
by linkage combinations, 166
by method of Ieaat squares, 62
by nonideal double harmonic trans-

former, 95-101
with one degree of freedom, 166-198
by three-bar linkage, 166, 184
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Mechanization of inverted function by
nomographic method, 138-139, 143–
145, 155

Mechanization of logarithm function
by double three-bar linkage, 36
by geometric method, 156-166

Mechanization of monotonic functions,
78

Mechanization of relation between varia-
bles, 2

Mechanization of tangent function, 171,
175, 177, 178, 180, 182, 183, 186

by ideal harmonic transformer, 165
Model of computer, 5
Monotonic function, mechanization of,

78, 82-88
Multipliers, 12–15

bar-linkage, 37–40, 25@283
definition of, 12
full-range, 40
half-range, 40
linkage, 4
nomographic, 14-15
quarter-range, 40
resolver, 15-19
slide, 4, 12–14
star linkage in designing of, 256-283
transformation of grid structure of,

25%264
with uniform scales, 272

N

Nomogram, 13, 14-15, 37, 176, 184
three-bar-linkage, 120-145, 333-352
three-bar-linkage functions represented

by, 120-127
for transformer linkage, 275

Nomographic chart, in three-bar-linkage
calculations, 120-122

Nomographic method, 178, 181, 183
with three-bar Ii&age, 174
for three-bar-linkage design, 118-145

Nomographic multiplier, 14-15, 40
Nonideal double harmonic transformer

(see Harmonic transformer, non-
ideal double)

Nonideal harmonic transformer (we
Harmonictransformer,nonideal)

Nonlinearmechanisation,47

Nonmonotonic function, 89-91, 169, 170,
172

Numerical methods of linkage design, 199

0

Operator, inverse, 50-51
Operator formalism, 4%51
Operator notation, 49-57
Operator symbolism, 185
Operators, 4%57

for double harmonic transformer, 79,
81, 86, 93, 95, 96

equation of, 50, 51, 53
graphical representation of, 51–54
product, 51–53
square of, 54
square-root of, 54–57

Output parameter (see Parameter, out.
put)

Overlay, construction of, 133–137, 13&
137, 143

example of construction of, 176
use of, 13=136, 141–142, 150, 151, 152,

153, 154
Output scale, 46, 51
Output variable, 45

P

Parallelogram linkage, 28, 29, 34, 113,
115, 127

Parameters, 6
definition of, 44
domain of, 4+45
of harmonic transformer, 61
homogeneous (see Homogeneous pa-

rameters)
input, 10, 19, 44, 45

of component solver, 26
of linkag~ with two degreee of

freedom, 223
output, 11, 19, 44, 45

of component solver, 26
of finkagec with two degreee of free.

dom, 223
Peaucellier, 29
Peaucellier invereor, 29, 30,95
Pin gearing, 19
Plaue cams, 19
P18nimeter,2
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Prectilon, of camoid, 23
of linkage, gauge of, 201
of squaring cam, 23

Precision squaring devices, 2, 4
error of, 4

(See also Cams)

R

Regular mechanism, 45
Residual error of bar linkages, 32
Redvers, 15-19
Restricted parameter, 28o, 282
Roberts, S., 297

s

Scale, definition of, 45-46
input, 46, 51
output, 51

Scale factor, 61
screw differential, 11
Selection of components of computer, 4
Self-locking, of multipliers, 12

of Peaucellier inversor, 30
of plane cams, 19

Slide multiplier, 4, 12-14
Slide terminal, 44, 166
Speedometers, 2
Spiral gear, differential with, 9
Spur-gear dtierential, 7-8
Square-root operator, use of, 197-198
Squaring cam, 21-23
Star linkage, 37, 238

in designing of adders, 256
in designing of multipliers, 256

(See a180Star grid generator)
Star grid generator, 250-299

for ballistic function in vacuum, 286-
299

as multiplier, 256-257, 264
improvement of, 264-271

Straight-line motion, 29
of bar-liikage adder, 37, 41

Structural error, of bar linkages, 32, 33
de6nition of, 32
of grid generator, 226
of linkages with two degrees of free-

dom, 223
in logarithmic linkage, 216, 219, 222,

223

Structural error, of nonideal harmonic
transformer, 59, 64, 67–75

reduction of, 199, 207
of star grid generator and transformer

linkages, 277-283
Successive approximation, 81, 91-95, 98

in design of function generators, 286–292
in double three-bar linkage design, 196,

197
in terminal harmonic design, numeri-

cal method, 187
graphical method, 187

with three-bar linkage components,
174, 177, IfMl,184

in three-bar-linkage design, 129, 137–
140, 143-145, 146, 154, 177

Svoboda, A., 198

T

Tangent linkage, 19>195
Terminals, 43-44

crank, 44
definition of, 43
input, 11, 43
linear, 46
output, 11, 43-44
slide, 44
travel of, 45

Terminal harmonic transformer, design
of, 18&192

Three-bar linkages, 35, 36, 107-166
classification of, 108-112
combined with two harmonic trans-

formers, 166-195
equations for, 107–108
field of functions of, 118
functions generated by, 122–127
in series, 195-198
special cases, 112–117

Three-bar linkage component, design of,
174-195

geometric method, 145-156
nomographic method, 118-145
problem of, 117–118, 127–128

Three-bar-linkage nomogram, proper-
ties of, 3X+352

Three-bar motion, 31
Three-dimensional cams, 23
Tolerances, specified, to be met by com-

puter, 2
(See ako Specific. mechanism)
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Topological transformation of nomo-
gram, 40

Transferred region, 137
Transferred points, 137
Transformer linkages, 225

of ballistic computer, 29&297
design of, 271–277

geometric method, 276
graphical methods, 276

for noncircular scales, 29%297
Transformers, definition of, 225

logarithmic, 238
Travel of a terminal, 45
Two harmonic transformers, properties

of, 166
assembly of linkage combination for,

193-195
design of three-bar-linkage component

of, 168–186
factorization of function in, 168-174
redesign of terminal, 18&193

Two harmonic transformers, problem of,
166-168

v

Variables, complementary, 48
defiltion of, 45
homogeneous (see Homogeneous vari-

ables)
input, 45
output, 45
range of, 46

w

Watt, James, 28
Working model of computer, 5
Worm gearing, 9

dillerential, 9, 11

z

Zero position, 6, 22


